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Abstract

To formally describe the intuitive idea of “positive correlation” between two quantities, it is often
helpful to use the notion of stochastic affiliation. While this notion is useful, its usual definition is not
intuitively clear — which make it difficult to explain this notion to, e.g., economics students. To help
students understand this notion, in this paper, we show how the notion of stochastic affiliation can be
explained in clear probabilistic terms.
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1 Formulation of the Problem: The Notion of Stochastic Affiliation
is Difficult to Explain

Positive correlation as an important intuitive idea. In the statistical analysis of economic situations,
it is often important to check which pairs of quantities x and y are “positively correlated” — in the sense that:

e the increase in x makes it more probable that y increases, and, vice versa,

e the increase in y makes it more probable that x increases.

The notion of stochastic affiliation. One of the most useful formalizations of the idea of positive cor-
relation is the notion of stochastic affiliation; see, e.g., [IL 2]. Two random variables X and Y whose joint
distribution is described by a probability density function f(x,y) are called stochastically affiliated if for every
z1 < z2 and y1 < yo, we have f(z1,y2) - f(22,y1) < f(z1,01) - f(22,92).

A pedagogical problem. The above definition leads to many interesting mathematical results (see, e.g., [T}
2]). However, this definition is difficult to understand: why do we compare the two products? This lack of
intuitive understanding makes it especially difficult to teach this concept to non-mathematics students — e.g.,
to economics students.

What we do in this paper. In this paper, we explain how the above intuitive idea of positive correlation
leads to the above formal definition. This explanations makes the definition of stochastic affiliation easier to
understand for economics students.
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2 Stochastic Affiliation: Our Explanation

Main idea behind the proposed explanation. Suppose that we have selected values 1 < x5 and we
consider only situations in which the variable X takes one of these two values. Suppose also that we have
selected values y; < yo and we consider only situations in which the variable Y takes one of these two values.

For each of the two values y = y; and y = ya, we can consider the probabilities p(X = z1|Y = y) and
p(X = 22|Y = y). Positive correlation means that when we increase the y-value from y; to ya, then the
probability of the larger xz-value also increases, i.e., that

p(z2|Y = y2) > p(x2|Y = 41).

Let us show that this intuitively clear definition leads to the original (seemingly unclear) definition of
stochastic affiliation.

Intuitive meaning of conditional probability: reminder. The above idea is based on the notion of
conditional probability. Thus, before we show how the above idea can lead to a good understanding of
the notion of stochastic affiliation, let us first recall the intuitive understanding of conditional probability.
By definition, conditional probability P(A|B) of an event A under the condition B is defined as the ratio
P(A& B)/P(B).

To understand why this formal definition makes intuitive sense let us recall what is probability in the first
place. The probability P(A) of any event A can be described as the fraction of cases in which A is true, i.e.,
as p(A) ~ N(A)/N, where N is the total number of cases, and N(A) is the number of cases when A is true.
The larger the sample size N, the more accurate is this approximation.

Based on this approximate formula, we conclude that when we know the total number of cases N and we
know the probability p(A) that A is true, we can then estimate the number of cases N(A) in which A is true
as N(A) = N -p(A).

The definition of the conditional probability p(A| B) is similar to the definition of the probability, except
that instead of considering all possible cases, we only consider cases in which B is true. In order words,
p(A|B) ~ N(A& B)/N(B). Here, as we have mentioned before, N(A& B) ~ N - p(A& B) and N(B) ~

N - p(B). Substituting these expression into the above formula for the conditional probability, we get
N -p(A& B)
p(A& B)~ —————=.

( 2w -p(B)

Canceling the common factor N in both numerator and denominator, we conclude that
p(A& B)
p(B)
The larger the same size IV, the more accurate is this formula, i.e., the smaller the bound on the difference
p(A& B)
p(B)
between the left-hand and right-hand sides of the above approximate equality. Since this difference does not

depend on N at all, this means that this difference is smaller than an arbitrarily small positive number — i.e.,
equal to 0.

p(A|B) ~

p(A[B) -

From the above idea to the formal definition of stochastic affiliation. By definition of the probability
density function, for each pair (z,y), the probability that X is between x and = + dx and that Y is between
y and y + dy is equal to f(z,y) - dx - dy. Thus, the conditional probability that X is between z and x + dx
under the condition that Y is between y and y + dy is equal to the ratio

f(z,y)dx - dy
ply <Y <y+dy)

By definition of the marginal probability density fy (y), the probability in the denominator is equal to fy (y)-dy.

Thus, the desired conditional probability p,(X = z) def p(z|y) is equal to the ratio f(z,y) dz/fy(y). In
particular:
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e the probability p,(X = 1) to get x1 is equal to f(z1,y) - dz/fy(y), and
e the probability p, (X = z3) to get x3 is equal to f(x2,y) - dz/fy (y).

If we also limit ourselves to two possible values x1 and x5 of the variable X, then the resulting probability

py(x2) o P(X =x2|Y =y&(X =21 VX =23)) of 25 is equal to

py(X = x2) _ py(X = 1’1)
py(X =o1 VX =x9) py(X =a21) +py(X = 23)

py(X =22 | (X =21 VX =22)) =

Substituting the above expressions for p, (X = z1) and p,(X = x5) into this formula, we get

f(J?Q,ilj) -dz

- o fy(y)
X =Y =y) = f(xuy)'d:ﬂy f(z2,y) - dx

+
fy () fy(y)
Multiplying both numerator and denominator by fy (y) and dividing by dz, we get

f(z2,y)
f(xlay) + f(x%y)’

The requirement that this probability increases with y means that

P(X =22|Y =yo) 2 p(X =22|Y =11),

pX =2 |Y =y) =

i.e., that

f(z2,y2) N f(w2,91)
f(x1,y2) + f(w2,92) — f(z1,91) + f(@2,91)
This inequality leads to the following inequality between the inverses:
fxy,y2) + fxo,92) _ flz1,90) + fla2,41)
f(z2,y2) B f(w2,91) 7

i.e., to

f($17y2)+1<w+1.

f(z2,92) = f(z2,y1)
Subtracting 1 from both sides of this inequality, we get

fQyye) _ f(x, )
f(xa,92) = flw2,y1)

Multiplying both sides by both (non-negative) denominators, we get the desired inequality
f(@1,y2) - fza,y1) < fla,pn) - f(@2,92).

The formula that forms the traditional definition of stochastic affiliation has thus been derived.
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