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Abstract

Traditional multiple-choice quizzes do not tell us how confident the students are in their answers. To
provide this additional information, researchers have proposed “fuzzy” multiple-choice quizzes, in which a
student explicitly describes his/her degree of confidence in each possible answer. The idea is reasonable,
but, as we show, the current grading scheme for such quizzes discourages students from providing the cor-
rect degrees of confidence. In this paper, we show that there is only one grading scheme which encourages
students to provide the correct degrees: when the number of points is proportional to the logarithm of the
degree. Somewhat surprisingly, this scheme turns out to be related to the notion of entropy.
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1 What are “Fuzzy” Multiple-Choice Quizzes

Multi-choice quizzes are actively used. A typical multiple-choice quiz consists of several questions. For
each question, several possible answers are presented to the student; a student selects one of these answers.
The number of correctly answered questions determines the student’s grade.

These quizzes are frequently used, since:

e they do not take too much time to administer, and

e they are easy to grade — in particular, they are easy to grade automatically.

Limitations of the multiple-choice quizzes. Multiple-choice quizzes are not a panacea, they have known
limitations:

e first, they can be applied only when the answer is clear-cut, e.g., when we are checking a historical fact
or an answer to a well-defined arithmetic problem;

e second, if the answer, e.g., to an arithmetic problem is wrong, we do not know whether it is because the
student has not yet learned how to solve such problems or because he or she made a simple arithmetic
mistake (in which case, in a normal exam, this student would get a partial credit).

To overcomes these two limitations, we have to administer a “real” exam, in which students are required to
provide detailed answers to their questions.

There is another limitation to multiple-choice quizzes: we do not know how confident are the students
about their answers. For example, if 72% of the students provided a correct answer to a 5-choice question,
this fact can have two different explanations:

e It can be that 72% of the students confidently know the correct answer. With an often-used 70%
threshold for satisfactory learning, this would mean that the students have satisfactorily mastered this
particular question.
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e Alternatively, this could also mean that only 65% of the students know the correct answer, while the
other 35% have chosen one of the five answers at random. In this case, the total number of correct
answer is also equal to 65% + (35%/5) = 72%; however, the number of students who know the correct
answer (65%) is below the satisfactory level of 70%.

Main idea behind “fuzzy” multiple-choice quizzes. As a part of the team-based learning paradigm
(see, e.g., [B [6l [7, [TT]), researchers have proposed a modification of the usual multiple-choice quizzes which
allows the students to also describe their degree of confidence in different possible answers.

Specifically, for each question, instead of asking a student to mark one of the options (e.g., a, b, ¢, or d),
the researchers propose to have several slots so that:

e a student who is confident that a is the correct answer can mark a a a a in all these slots, while
e a student who is not so sure can mark a a a b.

This way, the second student can get some partial credit if b is the correct answer — although, of course, he
or she get fewer points if the correct answer is a.

Relation to fuzzy. In effect, the above technique means that instead of selecting a crisp answer i (1 <14 <
n), a student can have a “fuzzy” answer, with different weights w; > 0 given to different answers i, weights

n
for which >~ w; = 1.
i=1
This idea is in the spirit of fuzzy logic; see, e.g., [2 8, 12]. Specifically, is similar to fuzzy voting idea
(described, e.g., in [3]) where instead of voting for a single candidate a voter can assign weights w; > 0

n
(Z w; = 1> to different candidates.
i=1

How “fuzzy” multiple-choice quizzes are graded now. At present, the grade (number of points) given
to a student is proportional to the weight w; that this student assigns to the correct answer i: g = go - w; for
some constant gg.

e When the student is absolutely sure about the correct answer and assigns weight w; = 1 to this answer
(and w; = 0 to all other answers), this student gets the maximum number of points c.

e on the other hand, if the student only assigns the weight w; = 0.5 to the correct answer, this student
gets half of the possible number of points, i.e., 0.5 - go.

2 Problem with How “Fuzzy” Multiple-Choice Quizzes are Graded
Now

Discussion. At first glance, the above grading scheme sounds very reasonable. However, as we will show,
this grading scheme does not always encourage a student to provide the correct weights w;. To show this, let
us describe, in precise terms, how a student will select the weights.

How to describe the student’s uncertainty. According to decision theory, we can describe a student’s
n

uncertainty by assigning (subjective) probabilities p; to different answers, so that Y p; = 1; see, e.g., [1, 4, [9].

i=1

Ideal selection of weights. Ideally, we would like a student to select w; = p;.
However, as we will see, this is not what will happen for the above grading scheme.
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Objective function. A student is answering many questions on many quizzes. The student’s objective is
to gain as many points on all these quizzes as possible. In other words, a student needs to maximize the sum
of the grades gained on all the questions of all the quizzes.

Maximizing the sum is equivalent to maximizing the average. Thus, on each question, the student selects
the weights so as to maximize the average number of points.

In general, the number of points depends on the weight w; that a student gave to the correct answer i.
Let us denote the corresponding number of points by g(w;). In the above grading scheme, g(w;) = ¢ - w;.

Based on the student’s knowledge, the probability that ¢ is the correct answer is p;. In ¢ is the correct
answer, the student gets g(w;) points. Thus, the total average (expected number) of points is equal to

Z Di g(wz)
i=1

Resulting optimization problem. Thus, when a student selects the weights, he or she solves the following
optimization problem:

n
e we are given the probabilities py,...,p, > 0 for which > p; = 1;
i=1

e we are also given a function g(w);

n
e we need to find the weights wy,...,w, which maximize the sum > p; - g(w;) under the constraint

i=1
n
Z: =

Problem with the usual grading scheme In the usual grading scheme, g(w) = go - w. For this scheme,
the objective function takes the form Z go-pi-w;. Let us show that for this objective function, its maximum is

attained when we assign the full Welght w;, = 1 to the alternative i¢p with the largest probability p;, = maxp;

(and we assign 0 weights w; = 0 to all other possible answers i # ().
Indeed, for this selection, the resulting value of the objective function is ¢ - p;, = go - max p;. On the other
1

hand, since p; < p;, for all i, for every other selection of weights, we have

ZQO’pi Wi SQO'piO'Zwi = 9o * Pio-
i=1 i=1

Thus, a student will always prefer a crisp assignment (except for the case when two or more possible answers
have the same probability).

So, for the above grading scheme, a rational student will select one of the alternatives with weight 1 and
will, therefore, not reveal his or her degree of uncertainty — which defeats the whole purpose of the “fuzzy”
multiple-choice quiz.

What we do. In this paper, we propose an alternative grading scheme which encourages students to reveal
their degree of uncertainty. Moreover, we prove that there is only one such grading scheme.

3 Towards a Grading Scheme that Encourages Students to Reveal
Their Degrees of Certainty

Formulation of the problem. We want to find a grading scheme, i.e., a function g(w), for which the
students should always select the weights w; = p;.
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Formulation of the problem in precise terms. To find the desired grading scheme, let us reformulate
this problem in precise terms.

n
We want to find a function g(w) for which, for each tuple py,...,p, > 0 with > p; = 1, the maximum of
i=1

n
the expression Y p; - g(w;) under the constraint Y w; = 1 is attained for w; = p;.
i=1 i=1
Analysis of the problem. The above formulation means that if we deviate from w; = p; while preserving

the constraint Z w; = 1, the value of the objective function Z pi - g(w;) can only decrease.

Let us start w1th the ideal assignment w; = p;, and let us con51der what happens when we keep w; = p;
for all 4 > 2 and change the first two original values w; = p; and ws = ps to new values wy and we = p — w1,

where we denoted p def p1 + po. After this change, the objective function takes the form

p1-g(wi) +ps-g(p—wi) + Y pi-g(pi)-
=3

This expression should attain its largest possible value when wy = p1; thus, for w; = p;1, the derivative of
this expression with respect to w; should be equal to 0. Differentiating the above expression, substituting
wi = p1, and equating the derivative to 0, we conclude that

pi-g'(p1) —p2-g'(p—p1) =0,
i.e., since p — p1 = (p1 + p2) — p1 = P2, that
p1-g'(p1) =p2- 9 (p2)-
This equality must be true for all possible values of p;, so we conclude that
pgp)=C
for some constant C. From ¢’'(p) = C/p, by integrating both sides, we conclude that g(p) = C - In(p) + C1,
where (7 is an integration constant.

Comment. Of course, we want to assign more points to more confident students, so we should take C' > 0.

Conclusion. For a grading scheme to encourage students to reveal their true degrees of confidence, we must
select a grading function g(w) which is proportional to the logarithm of the weight.

In other words, the number of points assigned to each student’s answer must be proportional not to the
weight w; which a student have to the correct answer but to the logarithm In(w;) of this weight.

Double-checking our solution. Strictly speaking, we have only shown that if the grading scheme leads
to the ideal weight assignment w; = p;, then we should have g(w) proportional to In(w). Let us show that,
vice versa, if we select a logarithmic grading function g(w), then we should always get w; = p;.
Indeed, by computing the second derivatives with respect to w;, one can see that for the objective function
def &
flw, ... w,) = Z pi - (C - In(w;) + C1), we have

=1

and o2
I,
8wi8wj

n

for i # j. Thus, the objective function is concave — and its restriction to the plane »_ w; = 1 is concave too;
i=1

therefore, its maximum is attained at a single point (ws,...,w,); see, e.g., [10].
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This constraint maximum can be found by using Lagrange multiplier method. According to this method,
the maximum of the original constraint optimization problem coincides, for the appropriate value of the
Lagrange multiplier A, with the unconstrained maximum of the auxiliary function

F(wy,...,w, deprl (C-In(w;) +Cy)+ A~ (sz—1>

i=1

Differentiating this auxiliary function by w; and equating the derivative to 0, we conclude that C-p;/ wz—&—)\ =0,

i.e., that p;/w; = ¢ def —A/C, and w; = ¢! - p;. Since sz =1 and E w; = 1, we conclude that ¢™! =1

i=1 i=1
and thus, w; = p;. The statement is proven.

How to select the parameters C and C;. We would like to select the constants C and C; in the
expression g(w) = C - In(w) + C; in such a way that the largest number of points for this quiz is equal to gg
and the smallest number of points is equal to 0.

A seemingly natural idea is to find C and C; for which ¢(0) = 0 and ¢(1) = go; however, this is not
possible, since g(0) = —oo. This is not a serious problem, however, since w = 0 means that a student is
absolutely confident in the wrong answer; this is rarely the case.

Let us therefore set the lower bound wy on the weights, so that weights w; < wg will still be counted
as wo. In this case, we need to select C' and C; in such a way that g(wg) = 0 and g(1) = go, i.e., that
C -In(wg) +Cy =0 and C -In(1) + C; = go. The second equality leads to C; = go, and the first one leads to
C = —go/In(wp). Thus,

g(w) = go - (1 _ In(w) ) =go - In(wo) —In(w) _ go < w ) .

In(wo) In(wo) | In(wo)] Rl b

Final formula. When a student assigns grade w; to the correct answer, this student should get the following
number of points:
9o Wy
gw»)z-ln().
(s [ In(wp)| wo

Numerical example. When a student has four slots to fill, the smallest probability that can be thus taken
into consideration is 1/4, so it makes sense to take wo = 1/8. In this case, In(wg) = —In(8), so | In(wp)| = In(8).

e If a student marks all four slots with the correct answer, i.e., if w; = 1, then this student gets the full
grade.

e If a student marks three out of four slots with the correct answer, i.e., if w; = 3/4, then the student
gets the portion of

~ 0.86

of the full grade.

e If a student marks two out of four slots with the correct answer, i.e., if w; = 1/2, then the student gets
the portion of

of the full grade.

e If a student marks one out of four slots with the correct answer, i.e., if w; = 1/4, then the student gets
the portion of

,_4
=}

—
[N}

~

~ 0.33

,_.
=)

—~
oo

=

of the full grade.
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e Finally, if a student does not mark any of four slots with the correct answer, i.e., if w; = 0, then we take
w; = wy, and thus, the student gets

points.

What is the resulting expected grade? An interesting relation to entropy. When a student has
uncertainty described by the probabilities p1, ..., p,, and marks w; = p;, what is the expected (average) grade
f that this student will get?

n
Substituting w; = p; and the expression g(w;) = C-In(w;)+C; into the objective function f = > p;-g(w;),
i=1

7

n
we conclude that f = C - > p; - In(p;) + C1. Interestingly, this expression is related to the entropy S ef
i=1

n
— > pi - In(p;) of the corresponding probability distribution, as
i=1

S
fzcl‘C'SZQO'(l‘un(um)'
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