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effective irrespective of whether the search space is discrete or not. In this connection, one may refer to the works of 
Ravi et al. [20], Shelokar et al. [25], Sheikhalishahi et al. [24], Coelho [5] and Najafi et al. [17]. 

In the existing literature, in almost all the studies, the design parameters of redundancy allocation problem have 
usually been taken as precise values. However, in real life situations, design parameters are not precise due to human 
errors, improper storage facilities and other unexpected factors relating to environment. Therefore, these parameters 
may be imprecise. To tackle the problem with such imprecise numbers, generally stochastic, fuzzy and fuzzy-
stochastic approaches are applied and the corresponding problems are converted to deterministic problems for solving 
those. In an alternative way, imprecise numbers are also represented by deterministic interval numbers. In this area, 
very few researchers have solved redundancy allocation problems considering the imprecise parameters as 
deterministic interval numbers. In this regard, the recent works of Bhunia et al. [2], Sahoo et al. [22], Sahoo et al. [21], 
Gupta et al. [7] are worth mentioning. 

In this paper, we have considered the redundancy allocation problem with fuzzy valued reliabilities of 
components. Then to handle the fuzziness, we have used GMIV technique to defuzzify the fuzzy number. Due to this 
defuzzification of fuzzy numbers, the objective function as well as the constraints are converted into non-fuzzy valued. 
Then, the transformed problem is formulated as a non-linear constrained integer programming problem. Thereafter, to 
solve the constrained optimization problem, we have converted it into an unconstrained one by using the penalty 
function technique. For solving such optimization problem, we have developed a real coded elitist GA with 
tournament selection, intermediate crossover and one-neighborhood mutation. Finally, to illustrate the proposed 
model, three numerical examples have been solved for different cases and the computational results for crisp case 
have been compared with the existing results. 
 

2 Assumptions and Notations 
 
The following assumptions and notations have been used in the entire paper. 
 
2.1 Assumptions 

 
(i) Reliability of each component is imprecise and fuzzy valued. 
(ii) Failures of components are statistically independent. 
(iii) The system will not be damaged or failed due to failed components. 
(iv) All redundancy is active and there is no provision for repair. 
(v) The components as well as the system have two different states, viz. operating state and failure state. 

2.2 Notations 
 

n  number of subsystems 

ix  number of components in i-th subsystem 

x  1 2( , ,..., )nx x x , the redundancy vector 

ir  reliability of i-th  component  

SR  system reliability 
S  feasible region 

jb  availability of j-th resource ( 1, 2,..., )j m  

il , iu  lower and upper bounds of ix  

 A
x   membership function of x of fuzzy set A  

( )L x  left shape function of x of fuzzy set A  
( )R x  right shape function of x of fuzzy set A  

( )dGwP A  graded mean integral value of A  with degree of optimism w  
p_cross probability of crossover/ crossover rate 
p_mute probability of mutation/ mutation rate 
p_size population size 
max_gen maximum number of generations 
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3 Representation of Fuzzy Number 
 
The word ‘fuzzy’ was first introduced by Zadeh [31] in the year 1965 in his famous paper “Fuzzy Sets” for 
representing impreciseness/fuzziness or vagueness mathematically. The approach of fuzzy set is an extension of 
classical set theory and it is used in fuzzy logic. In classical set theory, the membership of each element in relation to 
a set is assessed in binary terms according to a crisp conditions; an element either belongs to or does not belong to the 
set. By contrast, a fuzzy set theory permits the gradual assessment of the membership of each element in relation to a 
set; this is discussed with the aid of a membership function. Fuzzy set is an extension of classical set theory since, for 
a certain universe, a membership function  may act as an indicator function, mapping all elements to either 1 or 0, as 
in the classical notation. He used this word to generalize the mathematical concept of the set to fuzzy set or fuzzy 
subset, where in a fuzzy set, a membership function is defined for each element of the referential set. After Zadeh [31], 
this subject was enhanced by Zimmermann [32, 33, 34] and Bellman and Zadeh [1]. To tackle the problem with fuzzy 
parameters, first of all the problem is to be defuzzified. In this defuzzification, there are several methods available in 
the literature. For this connection, the works of Ming et al. [15], Yager et al. [30], Saneifard [23], Chen and Hsieh [3] 
are worth mentioning. Chen and Hsieh [3] introduced the graded mean integration representation method based on the 
integral value of graded mean  -level of generalized fuzzy number for defuzzification of generalized fuzzy number 
to achieve the computational efficiency. 

Fuzzy set: A fuzzy set A  in a universe of discourse X is defined as the set of pairs: {( , ( )) : },
A

A x x x X 
  where 

the mapping : [0,1]
A

X   is called the membership function or grade of membership of x  in .A  

Convex fuzzy set: A fuzzy set A is called convex if and only if for all 1 2, ,x x X 1 2( (1 ) )
A

x x   

1 2min{ ( ), ( )}
A A

x x     where [0,1].   

Support of a fuzzy set: The support of fuzzy set A  denoted by ( )S A  is the crisp set of all x X such that

( ) 0.
A

x   

 -level set: The set of elements that belong to the fuzzy set A  at least to the degree  is called the  -level set or 

 -cut, { : ( ) }.
A

A x X x    
  If { : ( ) },

A
A x X x    
  it is called strong  -level set or strong -cut. 

Normal fuzzy set: A fuzzy set A  is called a normal fuzzy set if there exists at least one x X such that ( ) 1.
A

x    

Fuzzy number: A fuzzy number is a fuzzy set which is both convex and normal. A fuzzy number is a special case of 
a fuzzy set. Different definitions and properties of fuzzy numbers are encountered in the literature but they all agree 
on that a fuzzy number represents the conception of a set of real numbers ‘closer to a ’ where ‘ a ’ is the number 
being fuzzified. 

Graded mean integration representation of fuzzy number: Suppose A  is a generalized fuzzy number as shown in 
Figure 1. It is described as a fuzzy subset of  , whose membership function ( )

A
x   

is given by 

( )

1
( )

( )

0 otherwise

A

L x a x b

b x c
x

R x c x d


 
     


  

where ( )L x  is continuous and strictly monotonic increasing function of x in a x b  , ( )R x  is continuous 
and strictly monotonic decreasing function of x in .c x d   According to Chen and Hsieh [3], graded 
mean integral value of A  is defined by 

 1 1 1

0
1

0

(1 ) ( ) ( )
( )dGw

x w L x wR x dx
P A

xdx

  
 


  1 1 1

0
2 (1 ) ( ) ( )x w L x wR x dx     

where the pre-assigned parameter [0,1],w  a pre-assigned parameter is called degree of optimism. Here, 1w   

represents the optimistic decision makers’ viewpoint, 0w   represents a pessimistic viewpoint of the decision maker, 
and 0.5w   reflects a moderately optimistic decision makers’ point of view. 
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Problem (4) is an integer non-linear unconstrained optimization problem with defuzzified valued objective of n 
integer variables 1 2, ,..., .nx x x  For solving this problem, we have developed a real coded genetic algorithm (GA) with 

advanced operators for integer variables. 

 
6  Genetic Algorithm 
 
Genetic algorithm (GA) is a well-known stochastic search iterative method based on the evolutionary theory “survival 
of the fittest” of Charles Darwin and natural genetics. The most fundamental idea of Genetic Algorithm is to imitate 
the natural evolution process artificially in which populations undergo continuous changes through genetic operators, 
like crossover, mutation and selection. In particular, it is very useful for solving complicated optimization problems 
which cannot be solved easily by direct or gradient based mathematical techniques. It is very effective to handle 
large-scale, real-life, discrete and continuous optimization problems without making unrealistic assumptions and 
approximations. This algorithm starts with an initial population of probable solutions, called individuals, to a given 
problem where each individual is represented as a chromosome using different form of coding. These chromosomes 
are evaluated for their fitness. Based on their fitness, chromosomes in the population are to be selected for 
reproduction and selected individuals are improved by two known genetic operations, viz. crossover and mutation. 
The crossover operation is applied to create offspring from a pair of selected individuals. The mutation operation is 
used for a slight modification/change in the individual. The repeated applications of these genetic operators to the 
relatively fit individuals result in an increase of the average fitness of the population over generations and 
identification of improved solutions to the problem under investigation. This process is applied iteratively until the 
termination criterion is satisfied. 

The procedural algorithm of the working principle of GA is as follows:  

Algorithm genetic: 
begin 

 t ← 0; [ t represents the number of current generation] 
Compute initial population P(t); 
Evaluate the fitness function of P(t); 
Obtain the best found result from P(t); 
while termination criterion not fulfilled do 
     t ← t + 1; 
  Select P(t) from P(t − 1) by selection process; 

    Alter P(t) by crossover and mutation; 
    Evaluate the fitness function of P(t); 

          Obtain the best found result from P(t) and compare with P(t-1) and store the better one; 
Replace the worst result of P(t) by the best found result of P(t-1) if it is better than that of P(t); 

end while 
Print the best found result; 

end 

To implement the GA, the following basic components are to be considered:  
i) GA parameters (population size, maximum number of generations, crossover rate and mutation rate) 

ii) Chromosome representation 
iii) Initialization of population 
iv) Evaluation of fitness function 
v) Selection process 

vi) Genetic operators (crossover, mutation and elitism). 
There are several GA parameters, viz. population size (p_size), maximum number of generations (max_gen), 

crossover rate, i.e., the probability of crossover (p_cross)  and mutation rate, i.e., the probability of mutation (p_mute). 
There is no hard and fast rule for selecting the population size for GA, how large it should be.  The population size is 
problem dependent and will need to increase with the dimensions of the problem. Regarding the maximum number of 
generations, there is no clear indication for considering this value. It varies from problem to problem and depends 
upon the number of genes (variables) of a chromosome and prescribed as stopping/termination criteria to make sure 
that the solution has converged. From natural genetics, it is obvious that the rate of crossover is always greater than 
that of the rate of mutation. Generally, the crossover rate varies from 0.60 to 0.95 whereas the mutation rate varies 
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from 0.05 to 0.20. Sometimes the mutation rate is considered as1 n where n is the number of genes (variables) of the 

chromosome. 
To represent an appropriate chromosome is an important issue in the application of GA for solving the 

optimization problem. There are different types of representations, like, binary, real, octal, hexadecimal coding, 
available in the existing literature. Among these representations, the real coding representation is very popular. In this 
representation, a chromosome is coded in the form of vector/matrix of integer/ floating point or   combination of the 
both numbers and every component of that chromosome represents a decision variable of the problem. In this 
representation, each chromosome is encoded as a vector of integer numbers, with the same component as the vector 
of decision variables of the problem. This type of representation is accurate and more efficient as it is closed to the 
real design space and moreover, the string length of each chromosome is the number of design variables. In this 
representation, for a given problem with n decision variables, a n-component vector 1 2( , ,..., )nx x x x  is used as a 

chromosome to represent a solution to the problem. A chromosome denoted as kv  ( 1, 2,..., _ )k p size is an ordered 

list of n genes as 1 2{ , ,..., ,..., }.k k k ki knv v v v v  

After representation of chromosome, the next step is to initialize the chromosome that will take part in the 
artificial genetics. To initialize the population, first of all we have to find the independent variables and their bounds 
for the given problem. Then the initialization process produces population size number of chromosomes in which 
every component for each chromosome is randomly generated within the bounds of the corresponding decision 
variable. There are several procedures for selecting a random number of integer types. In this work, we have used the 
following algorithm for selecting of an integer random number. An integer random number between a and b can be 

generated as either ,x a g   or x b g   where g is a random integer between 1 and .a b  

Evaluation/fitness function plays an important role in GA. This role is same for natural evolution process in the 
biological and physical environments. After initialization of chromosomes of potential solutions, we need to see how 
relatively good they are. Therefore, we have to calculate the fitness value for each chromosome. In our work, the 
value of objective function of the reduced unconstrained optimization problems corresponding to the chromosome is 
considered as the fitness value of that chromosome. 

The selection operator which is the first operator in artificial genetics plays an interesting role in GA. This 
selection process is based on the Darwin’s principle on natural evolution “survival of the fittest”. The primary 
objective of this process is to select the above average individuals/chromosomes from the population according to the 
fitness value of each chromosome and eliminate the rest of the individuals/chromosomes. There are several methods 
for implementing the selection process. In this work, we have used well known tournament selection with size two.  

The exploration and exploitation of the solution space can be made possible by exchanging genetic information 
of the current chromosomes. After the selection process, other genetic operators, like crossover and mutation are 
applied to the resulting chromosomes those which have survived. Crossover is an operator that creates new 
individuals/chromosomes (offspring) by combining the features of both parent solutions. It operates on two or more 
parent solutions at a time and produces offspring for next generation. In this work, we have used intermediate 
crossover for integer variables. 

The aim of mutation operator is to introduce the random variations into the population and is used to prevent the 
search process from converging to the local optima. This operator helps to regain the information lost in earlier 
generations and is responsible for fine tuning capabilities of the system and is applied to a single individual only. 
Usually, its rate is very low; because otherwise it would defeat the order building being generated through the 
selection and crossover operations. In this work we have used one-neighborhood mutation for integer variables. 

In any generation of GA, sometimes there arises a situation when the best chromosome may get lost from the 
population when a new population is created by crossover and mutation operations. To overcome this situation, the 
worst individual/chromosome of the current generation is replaced by the best individual/chromosome of previous 
generation. Instead of single chromosome one or more chromosomes may take part in this operation. This process is 
named as elitism. 

 
7 Numerical Examples 
 
To illustrate our proposed GA based penalty function technique for solving the reliability optimization problem with 
fuzzy valued as well as precise/fixed valued reliabilities of components, the three numerical examples of parallel-
series system have been considered for different choices of the parametric values.  
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We have solved the problems considering the following three cases: 

Case 1: All parameters are fuzzy valued.  
Case 2: Only component reliabilities are fuzzy valued. 
Case 3: Crisp parametric values. 

The values of various parameters are given in Tables 1-6. The proposed method is coded in C programming 
language and run in a LINUX environment. The computational work has been done on a PC with Intel core-2 duo 
processor with 2.5 GHz. For each case, 20 independent runs have been performed to calculate the best found system 
reliability. The computational results are presented in Tables 7-10. In this computation, we have taken population size, 
maximum number of generations, crossover rate and mutation rate as 100, 100, 0.85 and 0.15, respectively.  

Table 1: Values of different parameters of Example 1 for Cases 1 and 2 

 Case 1 Case 2 

i  ir  iC  iW  ir  iC  iW  

1 (0.74, 0.80, 0.88) (0.2, 1.2, 2.4) (4,5,6) (0.74, 0.80, 0.88) (1.2, 1.2, 1.2) (5, 5, 5) 

2 (0.63, 0.70, 0.78) (2.0, 2.3, 2.8) (3,4,5) (0.63, 0.70, 0.78) (2.3, 2.3, 2.3) (4, 4, 4) 

3 (0.68, 0.75, 0.82) (3.0, 3.4, 3.9) (7,8,9) (0.68, 0.75, 0.82) (3.4, 3.4, 3.4) (8, 8, 8) 

4 (0.78, 0.85, 0.92) (4.0, 4.5, 4.8) (6,7,8) (0.78, 0.85, 0.92) (4.5, 4.5, 4.5) (7, 7, 7) 

 C  (50, 56, 60), W  (115, 120, 125) C  (56, 56, 56),  W  (120, 120, 120) 
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Table 2: Values of different parameters of Example 2 for Cases 1 and 2 

Case 1 Case 2 

i  ir  iV  iC  iW  ir  iV  iC  iW  

1 (0.74, 0.80, 0.88) (0.4, 1, 1.5) (6.4, 7, 7.9) (6.1, 7, 7.6) (0.74, 0.80, 0.88) (1, 1, 1) (7, 7, 7) (7, 7, 7) 

2 (0.82, 0.85, 0.93) (1.2, 2, 2.7) (6.3, 7, 7.8) (7.2, 8, 8.9) (0.82, 0.85, 0.93) (2, 2, 2) (7, 7, 7) (8, 8, 8) 

3 (0.83, 0.90, 0.98) (2.3, 3, 3.8) (4.6, 5, 5.7) (7.4, 8, 8.7) (0.83, 0.90, 0.98) (3, 3, 3) (5, 5, 5) (8, 8, 8) 

4 (0.61, 0.65, 0.79) (3.4, 4, 4.9) (8.2, 9, 9.7) (5.7, 6, 6.9) (0.61, 0.65, 0.79) (4, 4, 4) (9, 9, 9) (6, 6, 6) 

5 (0.72, 0.75, 0.84) (1.2, 2, 2.9) (3.2, 4, 4.7) (8.2, 9, 9.7) (0.72, 0.75, 0.84) (2, 2, 2) (4, 4, 4) (9, 9, 9) 

V  (100, 110, 115), C  (165, 175, 180), W  (195, 200, 210) V  (110,110,110), C  (175,175,175),W  (200,200,200)

 
Table 3: Values of different parameters of Example 1 for Case 3 

 
 
 
 
 

Table 4: Values of different parameters of Example 2 for Case 3 

 
 
 
 
 
 

Table 5: Values of different parameters of Example 3 for Cases 1 and 2 

 Case 1 Case 2 

i  ir  iC  iW  ir  iC  iW  

1 (0.80, 0.90, 0.98) (4, 5, 6) (7, 8, 9) (0.80, 0.90, 0.98) (5, 5, 5) (8, 8, 8) 

2 (0.60, 0.75, 0.90) (2, 4, 5) (8, 9, 11) (0.60, 0.75, 0.90) (4, 4, 4) (9, 9, 9) 

3 (0.50, 0.65, 0.75) (8, 9, 11) (4, 6, 7) (0.50, 0.65, 0.75) (9, 9, 9) (6, 6, 6) 

4 (0.70, 0.80, 0.90) (6, 7, 9) (5, 7, 9) (0.70, 0.80, 0.90) (7, 7, 7) (7, 7, 7) 

5 (0.70, 0.85, 0.95) (5, 7, 9) (7, 8, 10) (0.70, 0.85, 0.95) (7, 7, 7) (8, 8, 8) 

6 (0.85, 0.93, 0.99) (3, 5, 8) (6, 8, 10) (0.85, 0.93, 0.99) (5, 5, 5) (8, 8, 8) 

7 (0.70, 0.78, 0.85) (4, 6, 7) (8, 9, 10) (0.70, 0.78, 0.85) (6, 6, 6) (9, 9, 9) 

8 (0.55, 0.66, 0.75) (7, 9, 10) (5, 6, 7) (0.55, 0.66, 0.75) (9, 9, 9) (6, 6, 6) 

9 (0.70, 0.78, 0.90) (2, 4, 7) (6, 7, 9) (0.70, 0.78, 0.90) (4, 4, 4) (7, 7, 7) 

10 (0.80, 0.91, 0.98) (4, 5, 7) (6, 8, 9) (0.80, 0.91, 0.98) (5, 5, 5) (8, 8, 8) 

11 (0.75, 0.79, 0.90) (5, 6, 7) (8, 9, 10) (0.75, 0.79, 0.90) (6, 6, 6) (9, 9, 9) 

12 (0.60, 0.77, 0.85) (6, 7, 9) (5, 7, 9) (0.60, 0.77, 0.85) (7, 7, 7) (7, 7, 7) 

13 (0.60, 0.67, 0.80) (7, 9, 12) (4, 6, 8) (0.60, 0.67, 0.80) (9, 9, 9) (6, 6, 6) 

14 (0.70, 0.79, 0.90) (6, 8, 9) (4, 5, 6) (0.70, 0.79, 0.90) (8, 8, 8) (5, 5, 5) 

15 (0.55, 0.67, 0.80) (5, 6, 8) (5, 7, 9) (0.55, 0.67, 0.80) (5, 5, 5) (7, 7, 7) 

 C  (395, 400, 405), W  (410, 414, 420) C  (400, 400, 400), W  (414, 414, 414) 

 
 

i  ir  iC  iW  

1 (0.80, 0.80, 0.80) (1.2, 1.2, 1.2) (5, 5, 5) 

2 (0.70, 0.70, 0.70) (2.3, 2.3, 2.3) (4, 4, 4) 

3 (0.75, 0.75, 0.75) (3.4, 3.4, 3.4) (8, 8, 8) 

4 (0.85, 0.85, 0.85) (4.5, 4.5, 4.5) (7, 7, 7) 

i  ir  iV  iC  iW  

1 (0.80, 0.80, 0.80) (1, 1, 1) (7, 7, 7) (7, 7, 7) 

2 (0.85, 0.85, 0.85) (2, 2, 2) (7, 7, 7) (8, 8, 8) 

3 (0.90, 0.90, 0.90) (3, 3, 3) (5, 5, 5) (8, 8, 8) 

4 (0.65, 0.65, 0.65) (4, 4, 4) (9, 9, 9) (6, 6, 6) 

5 (0.75, 0.75, 0.75) (2, 2, 2) (4, 4, 4) (9, 9, 9) 
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Table 6: Values of different parameters of Example 3 for Case 3 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Table 7: Computational results of Examples 1 and 2 for Case 1 

 Example 1 Example 2 

 x  SR  SC  SW  x  SR  SV  SC  SW  

w=0 (5,7,5,4) 0.996709 53.403 114.007 (3,2,2,3,3) 0.888137 74.997 141.0333 186.7051

w=0.5 (5,6,5,4) 0.997522 55.116 117.000 (3,2,2,3,3) 0.914625 78.285 140.6763 198.6564

w=1 (5,5,5,4) 0.997468 56.037 121.660 (3,2,2,3,4) 0.945221 108.003 155.688 201.6754

 
Table 8: Computational results of Examples 1 & 2 for Case 2 

 Example 1 Example 2 

 x  SR  SC SW x  SR  SV SC  SW  

w=0 (5,6,5,4) 0.995943 54.8 117 (3,2,2,3,3) 0.888137 83 146.125 166.589 

w=0.5 (5,6,5,4) 0.997522 54.8 117 (3,2,2,3,3) 0.914625 83 146.125 166.589 

w=1 (5,6,5,4) 0.998569 54.8 117 (3,2,2,3,3) 0.937352 83 146.125 166.589 

 
Table 9: Computational results of Example 3 for Case 1 

 x  SR  SC  SW  

w=0 (3, 4, 6, 4, 3, 3, 4, 6, 4, 3, 3, 5, 5, 4, 5) 0.93461492 386.32 412.00 

w=0.5 (3, 4, 6, 4, 3, 2, 3, 5, 4, 3, 3, 4, 5, 4, 5) 0.94506465 393.89 413.34 

w=1 (2, 4, 5, 3, 3, 2, 4, 5, 3, 2, 3, 4, 5, 4, 5) 0.95529990 399.36 413.68 

                                        
Table 10: Computational results of Example 3 for Case 2 

 x  SR  SC  SW  

w=0 (3, 4, 6, 4, 3, 2, 3, 5, 4, 3, 3, 4, 5, 4, 5) 0.90620540 391 413 

w=0.5 (3, 4, 6, 4, 3, 2, 3, 5, 4, 3, 3, 4, 5, 4, 5) 0.94506465 391 413 

w=1 (3, 4, 6, 4, 3, 2, 4, 5, 4, 2, 3, 4, 5, 4, 5) 0.97045922 392 414 

 

i  ir  iC  iW  

1 (0.90, 0.90, 0.90) (5, 5, 5) (8, 8, 8) 

2 (0.75, 0.75, 0.75) (4, 4, 4) (9, 9, 9) 

3 (0.65, 0.65, 0.65) (9, 9, 9) (6, 6, 6) 

4 (0.80, 0.80, 0.80) (7, 7, 7) (7, 7, 7) 

5 (0.85, 0.85, 0.85) (7, 7, 7) (8, 8, 8) 

6 (0.93, 0.93, 0.93) (5, 5, 5) (8, 8, 8) 

7 (0.78, 0.78, 0.78) (6, 6, 6) (9, 9, 9) 

8 (0.66, 0.66, 0.66) (9, 9, 9) (6, 6, 6) 

9 (0.78, 0.78, 0.78) (4, 4, 4) (7, 7, 7) 

10 (0.91, 0.91, 0.91) (5, 5, 5) (8, 8, 8) 

11 (0.79, 0.79, 0.79) (6, 6, 6) (9, 9, 9) 

12 (0.77, 0.77, 0.77) (7, 7, 7) (7, 7, 7) 

13 (0.67, 0.67, 0.67) (9, 9, 9) (6, 6, 6) 

14 (0.79, 0.79, 0.79) (8, 8, 8) (5, 5, 5) 

15 (0.67, 0.67, 0.67) (6, 6, 6) (7, 7, 7) 

C  (400, 400, 400), W  (414, 414, 414) 
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Table 11: Comparison of the best found results of Example 1 and 2 

  Example 1 Example 2 

Method Case x  SR  x  SR  

Proposed  Method 

Case 1 

Case 2 

Case 3 

(5, 6, 5, 4) 

(5, 6, 5, 4) 

(5, 6, 5, 4) 

0.997522 

0.998569 

0.997470 

(3, 2, 2, 3, 3) 

(3, 2, 2, 3, 3) 

(3, 2, 2, 3, 3) 

0.945221 

0.937352 

0.904467 

ACO[25] - (5, 6, 5, 4) 0.997500 (3, 2, 2, 3, 3) 0.904500 

SA[20] - (5, 6, 5, 4) 0.997500 (3, 2, 2, 3, 3) 0.904500 

I-NESA[20] - (5, 6, 5, 4) 0.997500 (3, 2, 2, 3, 3) 0.904500 

NLIP [13] - (5, 6, 5, 4) 0.997500 (3, 2, 2, 3, 3) 0.904500 

 
Table 12: Comparison of the best found results of Example 3 

Method Case x  SR  SC  SW  

Proposed  Method 

Case 1 

Case 2 

Case 3 

(3, 4, 6, 4, 3, 2, 4, 5, 4, 2, 3, 4, 5, 4, 5)

(3, 4, 6, 4, 3, 2, 4, 5, 4, 2, 3, 4, 5, 4, 5)

(3, 4, 6, 4, 3, 2, 4, 5, 4, 2, 3, 4, 5, 4, 5)

0.95529990 

0.97045922 

0.94561336 

399.36 

392.00 

392.00 

413.68 

414.00 

414.00 

ACO[25] - (3, 4, 6, 4, 3, 2, 4, 5, 4, 2, 3, 4, 5, 4, 5) 0. 94561300 392 414 

SA[20] - (2, 4, 5, 4, 3, 2, 4, 5, 4, 3, 3, 4, 5, 5, 4) 0. 94325900 380 414 

I-NESA[20] - (3, 4, 5, 3, 3, 2, 4, 5, 4, 3, 3, 4, 5, 5, 5) 0. 94474900 389 414 

NLIP [13] - (3, 4, 5, 3, 3, 2, 4, 5, 4, 3, 3, 4, 5, 5, 5) 0. 94474900 389 414 

We have compared our results for these examples with the results of some earlier results and are presented in 
Tables 11 and 12. From Tables 11 and 12, it is observed that the computational results are either better or same in 
different cases with the existing ones. For Example 1 and 3, the respective best results are obtained when only 
reliability components are considered as fuzzy numbers with moderately decision makers’ point of view while in 
Example 2, the largest value of system reliability is obtained when all the parameters are fuzzy valued with optimistic 
decision makers’ point of view. 

 

8 Concluding Remarks 
 
In this paper, reliability redundancy allocation problem with imprecise parameters has been formulated to maximize 
the system reliability subject to the given resource constraints. Here the values of imprecise parameters are considered 
as triangular fuzzy numbers and the corresponding problem has been formulated as a fuzzy valued nonlinear integer 
programming problem. Then the problem has been converted to crisp one by defuzzification technique with the help 
of graded mean integration method. Then the transformed problem has been solved with respect to optimistic, 
pessimistic and moderately optimistic decision makers’ point of view. We have also solved the crisp problem to 
compare the results with the same of existing methods. From the simulation results, it is observed that the results in 
cases 1 and 2 are better than that of in crisp case.  

For further research, one may use the proposed technique to formulate and solve the other reliability 
optimization problems (single or multi-objective). 
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