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Abstract

The starting point of rough set theory is an information system. The information system contains data about objects of interest characterized in terms of some attributes. If we distinguish condition and decision attributes in the information system, then such a system is called a decision table. To every subset of attributes we associate a set of formulas. The decision table contains a set of decision rules. For every decision rule we associate a conditional probability which is called certainty factor. In this paper, we define the so called very positive, positive, boundary and negative regions for a decision based on the certainty factor. These regions divide the set of formulas on condition attributes according to certainty factor of decision rules. Then, some interesting relations among these divided sets of formulas are proved which are useful in decision making. Finally, a numerical example is given to show the potential application of our theoretical findings regarding selection of candidates to a school.
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1 Introduction

The concept of rough set was originally proposed by Pawlak [1, 9, 10, 11]. Its philosophy is based on the assumption that to every object of the universal set, we associate some information. Objects characterized by some information are indiscernible in view of the available information about them. The indiscernibility relation generated in this way is the mathematical basis of rough set theory [2, 3, 4].

Rough set theory approach has fundamental importance in the areas of machine learning, knowledge acquisition, decision analysis, and knowledge discovery from a database. It has been successfully applied in many real-life problems in medical [19, 22], pharmacology [5, 6], engineering, banking [20, 21] and others. The rough set approach to data analysis has many important advantages, to name a few are [6, 7, 10, 18]

• providing efficient algorithms for finding hidden patterns in data;
• finding minimal sets of data (reduction);
• evaluating significance of data;
• generating sets of decision rules from data;
• offering straightforward interpretation of obtained results;
• being easy to understand.

A rough set is basically an approximation representation of a given set in terms of two subsets derived from a crisp partition defined on the universal set. The two subsets are called a lower and an upper approximation [13, 17].

Information system is a useful concept for classification of data. It is a 4-tuple consisting of a finite universal set, a finite set of attributes, a finite set as a domain of attributes and finally an information function [2, 6, 7]. In each information system the pair of an attribute and its value is called a formula [12]. A problem related to many practical applications of information systems is whether the whole set of attributes is always necessary to define a given partition of a universe? This problem leads to define the so-called a reduce as a subset of attributes that are useful in partitioning universal set with indiscernibility relation [8, 18, 23].

Decision table is a special case of an information system. In this case, we distinguish two disjoint classes of attributes called condition (C) and decision (D) attributes. The expression if $\Phi$ then $\psi$ is called a decision rule, where
Φ and ψ belong to C and D, respectively [12, 13, 14, 16]. Then, certainty factor and coverage factor are defined for every decision rule. The two factors show correctness and consistency of a decision rule [3, 4, 12], based on which the classification of decision rules is done.

Throughout, we quote clearly references for the material presented in the text if available, otherwise they are all new. This paper is organized as follows. In Section 2, we recall basic concepts on rough sets and information systems. We prove, in Theorems 1 and 2, that lower and upper approximations are the best such bounds for a given set. In Section 3, we review the concept of decision table. We recall definitions of certainty factor, coverage factor and classification of decision rules based on the two factors. Moreover, we define very positive, positive, boundary and negative regions for a decision based on the certainty factor. Then, we present the analytical properties of these regions in Theorems 3-8. In Section 4, an example from [13] is resolved by results of this paper to show the potential application of our theoretical findings regarding selection of candidates to a school. Finally, a conclusion is given in Section 5.

2 Information System and Approximation of Sets

In this section we review some notions of rough sets which we will use throughout this paper. For details see the references.

Definition 1 ([14]). Any 4-tuple \( S = (\mathcal{A}, V, \rho) \) is called an **information system**, where \( \mathcal{A} \) is a finite set of objects, \( V \) is a finite set of attributes, \( \rho : \mathcal{A} \times V \rightarrow V \) is a function called an information function by \( \rho (x, a) = a(x) \in v_a \) for every \( a \in \mathcal{A} \) and \( x \in \mathcal{U} \). An information system is denoted by \( S = (\mathcal{U}, \mathcal{A}) \).

Definition 2 ([14]). Let \( S = (\mathcal{U}, \mathcal{A}) \) be an information system. Every \( B \subseteq \mathcal{A} \) generates a binary relation on \( \mathcal{U} \), which is called an **indiscernibility relation**, and defined by \( \text{IND}(B) = \{(x, y) \in \mathcal{U} \times \mathcal{U} : a(x) = a(y), \forall a \in B\} \). It is denoted by \( \text{IND}(B) \) or simply by \( B \).

Definition 3 ([14]). Let \( S = (\mathcal{U}, \mathcal{A}) \) be an information system and \( B \subseteq \mathcal{A} \). The pair \( A = (\mathcal{U}, \text{IND}(B)) \) is called an **approximation space**.

Definition 4 ([14]). Let \( A = (\mathcal{U}, \text{IND}(B)) \) be an information system and \( B \subseteq \mathcal{A} \). Then \( [x]_B = \{y \in \mathcal{U} : (x, y) \in \text{IND}(B)\} \) is the equivalent class of \( x \in \mathcal{U} \) in \( \text{IND}(B) \). It is called atom set or elementary set. The set of atoms will be denoted by \( \mathcal{U}/\text{IND}(B) \).

Definition 5 ([12]). Let \( A = (\mathcal{U}, \text{IND}(B)) \) be an approximation space. Any union of elementary sets in \( A \) is called a **composed set** in \( A \). The family of all composed sets in \( A \) is denoted by \( \text{Com}(A) \).

Definition 6 ([9]). Let \( A = (\mathcal{U}, \text{IND}(B)) \) be an approximation space and \( X \subseteq \mathcal{U} \). The **upper approximation** of \( X \) in \( A \) is defined as \( \overline{A}(X) = \{x \in \mathcal{U} : [x]_B \cap X \neq \emptyset\} \).

Definition 7 ([9]). Let \( A = (\mathcal{U}, \text{IND}(B)) \) be an approximation space and \( X \subseteq \mathcal{U} \). The **lower approximation** of \( X \) in \( A \) is defined as \( \underline{A}(X) = \{x \in \mathcal{U} : [x]_B \subseteq X\} \).

We can give the following theorems.

Theorem 1. Let \( A = (\mathcal{U}, \text{IND}(B)) \) be an approximation space and \( X \subseteq \mathcal{U} \). Then \( \overline{A}(X) \) is the least upper bound of all composed sets containing \( X \).

**Proof:** The proof follows from the following three steps.

1. (For every \( x \in \overline{A}(X) \), we have \( x \in [x]_B \); so \( \overline{A}(X) \subseteq \bigcup_{x \in X} [x]_B \). Now, let \( x \in \overline{A}(X) \). Then for every \( y \in [x]_B \), we have \( y \in \overline{A}(X) \). It follows that \( \bigcup_{x \in X} [x]_B \subseteq \overline{A}(X) \). Therefore, \( \overline{A}(X) \in \text{Com}(A) \).

2. (For all \( x \in X \), we have \( x \in [x]_B \); so \( [x]_B \cap X \neq \emptyset \). By Definition 6, we have \( x \in \overline{A}(X) \). Therefore, \( X \subseteq \overline{A}(X) \).

3. (Let \( T \in \text{Com}(A) \) be such that \( X \subseteq T \). Then for all \( x \in \overline{A}(X) \), we have \( [x]_B \cap T \neq \emptyset \). So, \( [x]_B \subseteq T \). Hence, \( x \in T \). Therefore, for every \( T \in \text{Com}(A) \) such that \( X \subseteq T \), we have \( \overline{A}(X) \subseteq T \).

Theorem 2. Let \( A = (\mathcal{U}, \text{IND}(B)) \) be an approximation space and \( X \subseteq \mathcal{U} \). Then \( \underline{A}(X) \) is the greatest lower bound of all composed sets contained in \( X \).

**Proof:** The proof follows from the following three steps.
(1) For every \( x \in A(X) \), we have \( x \in [x]_B \), so \( A(X) \subseteq \bigcup_{x \in A(X)} [x]_B \). Let \( x \in A(X) \). Then for every \( y \in [x]_B \), we have \( y \in A(X) \). It follows that \( \bigcup_{y \in A(X)} [y]_B \subseteq A(X) \). Therefore, \( A(X) \in \text{Com}(A) \).

(2) For every \( x \in A(X) \), we have \( x \in [x]_B \). Therefore, \( X \subseteq X \). By Definition 7, we have \( x \in X \). Therefore, \( X \subseteq X \).

(3) Let \( T \in \text{com}(A) \) such that \( T \subseteq X \). Then for every \( x \in T \), we have \( [x]_B \subseteq T \). So \( [x]_B \subseteq X \). By Definition 7 we have \( x \in A(X) \). It means that \( T \subseteq A(X) \). Therefore, for every \( T \in \text{Com}(A) \) such that \( T \subseteq X \), we have \( T \subseteq A(X) \).

Due to Theorems 1 and 2, we call \( \overline{A(X)} \) and \( A(X) \) the best upper and the best lower approximation of \( X \) in \( A \), respectively.

**Definition 8** ([9]). Let \( (X, \text{IND}(B)) \) be an approximation space. The boundary set of \( X \subseteq U \) in \( A \) is defined as \( \text{Bnd}_A(X) = \overline{A(X)} - A(X) \).

**Definition 9** ([1]). Let \( (X, \text{IND}(B)) \) be an approximation space. A pair \( (L, U) \in \text{P}(U) \times \text{P}(U) \) is called a rough set in \( A \), where \( L = A(X) \), \( U = \overline{A(X)} \) for some \( X \subseteq U \) and \( \text{P}(U) \) is the power set of \( U \).

Due to the granularity of knowledge, rough sets cannot be characterized by using available knowledge. Therefore, for every rough set \( X \), we associate two crisp sets, called lower and upper approximation. Intuitively, the lower approximation of \( X \) consists of all elements that surely belong to \( X \), the upper approximation of \( X \) consists of all elements that possibly belong to \( X \), and the boundary region of \( X \) consists of all elements that cannot be classified uniquely to the set or its complement, by employing the available knowledge [15]. A pictorial presentation for Definition 9 is given in Figure 1.

![Figure 1: A rough set](image)

**Definition 10** ([23]). Let \( S = (U, A) \) be an information system and \( B \subseteq A \). The least \( B' \) that \( B' \subseteq B \) such that \( \text{IND}(B) = \text{IND}(B') \) is called a reduce in \( B \). The set of all reduces in \( B \) is denoted by \( \text{RED}(B) \).

**Remark 1.** Let \( S = (U, A) \) and \( B \subseteq A \). Then \( B \) may have more than one reduce. In other words, reduce of a set is not unique.

**Definition 11** ([23]). Let \( S = (U, A) \) be an information system and \( B \subseteq A \). Then the intersection of all reduces of \( B \) is called the core of \( B \), i.e., \( \text{Core}(B) = \bigcap \text{RED}(B) \).

**Remark 2.** The core is a collection of the most significant attributes in the system.

### 3 Decision Table

In this section we are going to review the concepts of decision table and decision rules. Also, we introduce some definitions and theorems related to decision table. These points come in handy in decision making and improve the quality of decisions.

**Definition 12** ([12]). Let \( S = (U, A) \) be an information system. If there are \( C, D \subseteq A \) such that \( C \cap D = \emptyset \) and \( C \cup D = A \), then \( S \) is called a decision table, which we denote by \( S = (U, C, D) \). We call them \( C \), \( D \) condition and decision attributes, respectively.

**Definition 13** [12]. Let \( S = (U, A) \) be an information system and \( B \subseteq A \). Then

1. The pair \((a, v)\) is called a formula on \( B \), where \( a \in B \), \( v \in V_a \) and \( \| (a, v) \|_u = \{ x \in U : a(x) = v \} \).
2. Let \( \Phi = (a, v) \) and \( \Psi = (a', v') \) be two formulas, where \( a, a' \in B \) and \( v \in \nu_a, v' \in \nu_{a'} \). Then \( \Phi \lor \Psi, \Phi \land \Psi \) and \( \sim \Phi \) are formulas on \( B \) and

\[
\begin{align*}
\{ \phi \lor \psi \} & = \{ x \in U : a(x) = v \lor a'(x) = v' \}, \\
\{ \phi \land \psi \} & = \{ x \in U : a(X) = v \land a'(X) = v' \}, \\
\{ \sim \phi \} & = \{ x \in U : a(x) \neq v \}.
\end{align*}
\]

3. Every formula on \( B \) is produced by 1 and 2 above.

The family of all formulas on \( B \) is denoted by \( \text{For}(B) \).

Now we can prove the following theorem.

**Theorem 3.** Let \( S = (U, A) \) be an information system and \( B \subseteq A \). Then for any \( \Phi, \Psi \in \text{For}(B) \), we have

1. \( \| \Phi \lor \Psi \|_S = \| \Phi \|_S \cup \| \Psi \|_S \).
2. \( \| \Phi \land \Psi \|_S = \| \Phi \|_S \land \| \Psi \|_S \).
3. \( \| \sim \Phi \|_S = U - \| \Phi \|_S \).

**Proof:** By Definition 13, we have

1. \( \| \Phi \lor \Psi \|_S = \{ x \in U : a(x) = v \lor a'(x) = v' \} = \{ x \in U : a(x) = v \} \cup \{ x \in U : a'(x) = v' \} = \| \Phi \|_S \cup \| \Psi \|_S \).
2. \( \| \Phi \land \Psi \|_S = \{ x \in U : a(X) = v \land a'(X) = v' \} = \{ x \in U : a(X) = v \} \land \{ x \in U : a'(X) = v' \} = \| \Phi \|_S \land \| \Psi \|_S \).
3. \( \| \sim \Phi \|_S = \{ x \in U : a(x) \neq v \} = \{ x \in U : x \notin \| \Phi \|_S \} = U - \| \Phi \|_S \).

The proof of theorem is complete.

**Definition 14** ([12]). Let \( S = (U, C, D) \) be a decision table, \( \Phi \in \text{For}(C) \) and \( \Psi \in \text{For}(D) \). The expression if \( \Phi \) then \( \Psi \) is called a decision rule and is denoted by \( \Phi \rightarrow \Psi \).

**Remark 3** ([2]). Let \( S = (U, C, D) \) be a decision table. We define a probability distribution \( P_U \) on \( U \), where

\[
P_U(x) = \frac{1}{\text{card}(U)} \text{ for } x \in U.
\]

Obviously, we have \( P_U(X) = \text{card}(X) / \text{card}(U) \) for all \( X \subseteq U \).

**Definition 15** ([12]). Let \( S = (U, C, D) \) be a decision table and \( \Phi \rightarrow \Psi \) a decision rule in \( S \). The certainty factor of this rule is defined as

\[
\text{Cer}_S(\Phi, \Psi) = \frac{\text{card}(\| \Phi \land \Psi \|_S)}{\text{card}(\| \Phi \|_S)}.
\]

It is obvious that \( 0 \leq \text{Cer}_S(\Phi, \Psi) \leq 1 \) for every \( \Phi \rightarrow \Psi \). This coefficient is widely used in data mining and is called confidence coefficient as well ([10]).

**Definition 16** ([12]). Let \( S = (U, C, D) \) be a decision table and \( \Phi \rightarrow \Psi \) a decision rule in \( S \). The coverage factor of this rule is defined as

\[
\text{Cov}_S(\Phi, \Psi) = \frac{\text{card}(\| \Phi \land \Psi \|_S)}{\text{card}(\| \Psi \|_S)}.
\]

It is obvious that \( 0 \leq \text{Cov}_S(\Phi, \Psi) \leq 1 \) for every \( \Phi \rightarrow \Psi \).

The certainty factors in \( S \) can be interpreted as the frequency of objects having \( \Psi \) in the set of objects with the property \( \Phi \) and the coverage factor as the frequency of objects with the property \( \Phi \) in the set of objects with the property \( \Psi \).

**Definition 17** ([12]). Let \( S = (U, C, D) \) be a decision table and \( \Phi \rightarrow \Psi \) a decision rule in \( S \).

1. If \( \text{Cer}_S(\Phi, \Psi) = 1 \), then \( \Phi \rightarrow \Psi \) is called a certain rule.
2. If \( 0 < \text{Cer}_S(\Phi, \Psi) < 1 \), then \( \Phi \rightarrow \Psi \) is called an uncertain rule.

Decision rules, which are in fact logical implications, constitute a logical counterpart of approximations, whereas the uncertain rules correspond to the boundary region.

If we want to prove properties of the data, the topological language of approximations is the right tool. However, in order to describe the patterns in the data for practical cases, the logical language of implications is the proper one. We can prove some of these logical consequences in the following theorems.
Theorem 4. Let \( S = (U, C, D) \) be a decision table and \( \Phi \rightarrow \Psi \) a decision rule in \( S \). Then \( \text{Cer}_S(\Phi, \Psi) = \text{Cov}_S(\Phi, \Psi) \) if and only if \( \text{card}(\|\Phi\|_S) = \text{card}(\|\Psi\|_S) \).

**Proof:** (1) Suppose that \( \text{Cer}_S(\Phi, \Psi) = \text{Cov}_S(\Phi, \Psi) \), by Definitions 15 and 16, we have \( \frac{\text{card}(\|\Phi \land \Psi\|_S)}{\text{card}(\|\Phi\|_S)} = \frac{\text{card}(\|\Phi \land \Psi\|_S)}{\text{card}(\|\Psi\|_S)} \).

Since the numerators of fractions are equal, the denominators must be equal. This means that \( \text{card}(\|\Phi\|_S) = \text{card}(\|\Psi\|_S) \).

(2) Suppose that \( \frac{\text{card}(\|\Phi \land \Psi\|_S)}{\text{card}(\|\Phi\|_S)} = \frac{\text{card}(\|\Phi \land \Psi\|_S)}{\text{card}(\|\Psi\|_S)} \) and moreover assume that \( \|\Phi\|_S \) and \( \|\Psi\|_S \) are not empty. If they are empty then the rule of \( \Phi \rightarrow \Psi \) does not exist. Therefore,

\[
\frac{\text{card}(\|\Phi \land \Psi\|_S)}{\text{card}(\|\Phi\|_S)} = \frac{\text{card}(\|\Phi \land \Psi\|_S)}{\text{card}(\|\Psi\|_S)}.
\]

Hence by Definitions 15 and 16, we have \( \text{Cer}_S(\Phi, \Psi) = \text{Cov}_S(\Phi, \Psi) \).

Therefore the proof follows by (1) and (2).

Theorem 5. Let \( S = (U, C, D) \) be a decision table and \( \Phi \rightarrow \Psi \) a decision rule such that \( \|\Phi\|_S \subseteq \|\Psi\|_S \), then \( \text{Cov}_S(\Phi, \Psi) \leq 1 \).

**Proof:** By assumption of theorem, we have \( \|\Phi\|_S \subseteq \|\Psi\|_S \). Therefore, \( \|\Phi \land \Psi\|_S = \|\Phi\|_S \). It follows that \( \frac{\text{card}(\|\Phi \land \Psi\|_S)}{\text{card}(\|\Psi\|_S)} = \frac{\text{card}(\|\Phi \land \Psi\|_S)}{\text{card}(\|\Psi\|_S)} \leq 1 \). By Definition 16, we have \( \text{Cov}_S(\Phi, \Psi) \leq 1 \).

Theorem 6. Let \( S = (U, C, D) \) be a decision table, \( \Phi_1, \Phi_2 \in \text{For}(C) \) and \( \Psi \in \text{For}(D) \). Then
1. \( \text{Cov}_S(\Phi_1 \land \Phi_2, \Psi) \leq \text{Cov}_S(\Phi_1, \Psi) \) for \( i = 1, 2 \).
2. \( \text{Cov}_S(\Phi_1 \lor \Phi_2, \Psi) \geq \text{Cov}_S(\Phi_i, \Psi) \) for \( i = 1, 2 \).

**Proof:** (1) We know that \( \|\Phi_1 \land \Phi_2\|_S \leq \|\Phi_i\|_S \) for \( i = 1, 2 \). By Theorem 3, we have \( \|\Phi_1 \land \Phi_2\|_S \subseteq \|\Phi_i\|_S \land \|\Psi\|_S = \|\Phi_i \land \Psi\|_S \).

By Definition 16 and the above relations we have
\[
\text{Cov}_S(\Phi_1 \land \Phi_2, \Psi) \leq \text{Cov}_S(\Phi_i, \Psi) \text{ for } i = 1, 2.
\]

(2) We know that \( \|\Phi_i\|_S \leq \|\Phi_i \lor \Phi_2\|_S \) for \( i = 1, 2 \). By Theorem 3, we have \( \|\Phi_1 \lor \Phi_2\|_S \subseteq \|\Phi_i\|_S \lor \|\Psi\|_S = \|\Phi_i \lor \Psi\|_S \).

By Definition 16 and the above relations, we have
\[
\text{Cov}_S(\Phi_1 \lor \Phi_2, \Psi) \geq \text{Cov}_S(\Phi_i, \Psi) \text{ for } i = 1, 2.
\]

In order to reveal more logical consequences, we give the following definition with some interpretations.

**Definition 18.** Let \( S = (U, C, D) \) be a decision table and \( \Psi \in \text{For}(D) \). Then we define \( \text{pos}_S(\Psi) = \{\Phi \in \text{For}(C) : \text{Cer}_S(\Phi, \Psi) = 1\} \), \( \text{pos}_S(\Psi) = \{\Phi \in \text{For}(C) : \text{Cer}_S(\Phi, \Psi) > 0\} \), \( \text{bnd}_S(\Psi) = \{\Phi \in \text{For}(C) : 0 < \text{Cer}_S(\Phi, \Psi) < 1\} \), and \( \text{neg}_S(\Psi) = \{\Phi \in \text{For}(C) : \text{Cer}_S(\Phi, \Psi) = 0\} \).

In connection with decision \( \Psi \), they are called **Very Positive**, **Positive**, **Boundary** and **Negative regions** of \( \text{For}(C) \), respectively. The interpretation of these sets is as follows.

- **\text{pos}_S(\Psi)\** is the set of all conditions that certainly conclude decision \( \Psi \).
- **\text{pos}_S(\Psi)\** is the set of all conditions that can conclude decision \( \Psi \), certainly or probably.
- **\text{bnd}_S(\Psi)\** is the set of all conditions that probably conclude decision \( \Psi \).
- **\text{neg}_S(\Psi)\** is the set of conditions that never conclude decision \( \Psi \).

Actually these four sets divide the set \( \text{For}(C) \) into four regions according to certainty factor of \( \Phi \rightarrow \Psi \), where \( \Phi \in \text{For}(C) \). Therefore Definition 18 can be viewed in Figure 2.
Now we can give the following theorems.

**Theorem 7.** Let \( S = (U, C, D) \) be a decision table and \( \Psi \in \text{For}(D) \). Then we have

1. \( \text{Pos}_S(\Psi) \subseteq \text{Pos}_D(\Psi) \).
2. \( \text{Pos}_S(\Psi) \cup \text{Bnd}_S(\Psi) = \text{Pos}_S(\Psi) \).
3. \( \text{Pos}_S(\Psi) \cap \text{Bnd}_S(\Psi) \cap \text{Neg}_S(\Psi) = \emptyset \).
4. \( \text{Pos}_S(\Psi) \cup \text{Bnd}_S(\Psi) \cup \text{Neg}_S(\Psi) = \text{For}(C) \).

**Proof:** (1) Let \( \Phi \in \text{for}(C) \) and \( \Phi \in \text{Pos}_S(\Psi) \). By Definition 18, we have \( \text{Cer}_C(\Phi, \Psi) = 1 \), so \( \text{Cer}_C(\Phi, \Psi) > 0 \). Therefore, \( \Phi \in \text{Pos}_S(\Psi) \). Hence the proof is complete.

(2) Let \( \Phi \in \text{for}(C) \) and \( \Phi \in \text{Pos}_S(\Psi) \cup \text{Bun}_S(\Psi) \). On the other words, \( \Phi \in \text{Pos}_S(\Psi) \) or \( \Phi \in \text{Bun}_S(\Psi) \). By Definition 18, we have \( \text{Cer}_C(\Phi, \Psi) > 0 \). Hence, \( \Phi \in \text{Pos}_S(\Psi) \).

Now we suppose that \( \Phi \in \text{Pos}_S(\Psi) \), again from Definition 18 we can conclude that \( \text{Cer}_C(\Phi, \Psi) > 0 \). It means that \( \Phi \in \text{Pos}_S(\Psi) \) or \( \Phi \in \text{Bnd}_S(\Psi) \). Hence we have done.

(3) Let \( \Phi \in \text{Pos}_S(\Psi) \cap \text{Bnd}_S(\Psi) \cap \text{Neg}_S(\Psi) \). Then by Definition 18, we have \( \text{Cer}_C(\Phi, \Psi) = 1 \) and \( \text{Cer}_C(\Phi, \Psi) = 0 \). Two parts of them conclude that, there is no such \( \Phi \). Therefore, \( \text{Pos}_S(\Psi) \cap \text{Bnd}_S(\Psi) \cap \text{Neg}_S(\Psi) \) is empty, the assertion (3) is valid.

(4) From Definition 18, it is obvious that \( \text{Pos}_S(\Psi) \cup \text{Bnd}_S(\Psi) \cup \text{Neg}_S(\Psi) \subseteq \text{For}(C) \).

On the other hand, let \( \Phi \in \text{For}(C) \). In this case, by Definition 15, we have \( 0 \leq \text{Cer}_C(\Phi, \Psi) \leq 1 \) and \( \Phi \in \text{Pos}_S(\Psi) \cup \text{Pos}_S(\Psi) \cup \text{Neg}_S(\Psi) \). This completes the proof.

**Theorem 8.** Let \( S = (U, C, D) \) be a decision table and \( \Psi \in \text{For}(D) \). Then we have

1. \( \text{U}(\Psi) = \bigcup_{\Phi \in \text{Vpos}_D(\Psi)} \Phi \).
2. \( \text{C}(\Psi) = \bigcup_{\Phi \in \text{Vpos}_D(\Psi)} \Phi \).
3. \( \text{Bnd}_S(\Psi) = \bigcup_{\Phi \in \text{Bnd}_S(\Psi)} \Phi \).

**Proof.** First note that \( U \) is partitioned by condition and decision attributes as the following partition classes respectively

\( U_C = \{ [\Phi] : \Phi \in \text{For}(C) \} , U_D = \{ [\Psi] : \Psi \in \text{For}(D) \} \).

(1) By Definitions 7, 15 and 18, we have
\( \text{U}(\Psi) = \bigcup_{\Phi \in \text{Vpos}_D(\Psi)} \Phi \).

(2) By Definitions 6, 15 and 18, we have
\( \text{C}(\Psi) = \bigcup_{\Phi \in \text{Vpos}_D(\Psi)} \Phi \).

(3) By Definitions 6 and 18, we have
\( \text{Bnd}_S(\Psi) = \bigcup_{\Phi \in \text{Bnd}_S(\Psi)} \Phi \).
Now we consider the following example from [13] and resolve it by our theoretical results presented in this paper.

4 Example

To illustrate the rough analysis we consider a simple case of selection of candidates to a school. The candidates to the school have submitted their application packages with secondary school certification, curriculum vitae and opinion from previous school, for consideration by an admission committee based on these documents, the candidates were described using seven criteria together with corresponding scales ordered from the best to the worst value, given below

\( c_1 \) - Score in mathematics: \( \nu_{c_1} = \{5,4,3\} \),
\( c_2 \) - Score in physics: \( \nu_{c_2} = \{5,4,3\} \),
\( c_3 \) - Score in English: \( \nu_{c_3} = \{5,4,3\} \),
\( c_4 \) - Mean in other subjects: \( \nu_{c_4} = \{5,4,3\} \),
\( c_5 \) - Type of secondary school: \( \nu_{c_5} = \{1,2,3\} \),
\( c_6 \) - Motivation: \( \nu_{c_6} = \{1,2,3\} \),
\( c_7 \) - Opinion from previous school: \( \nu_{c_7} = \{1,2,3\} \),
\( d \) - Decision of committee: \( \nu_d = \{A,R\} \).

Then the set of condition attributes is \( C = \{c_1, c_2, c_3, c_4, c_5, c_6, c_7\} \). Fifteen candidates with rather different application packages have been sorted by the committee after due consideration. They create the set of examples. The set of decision attributes is \( D = \{A,R\} \), where \( A \) stands for an admission and \( R \) for a rejection. The information is represented in Table 1.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Candidate</th>
<th>( X_1 )</th>
<th>( X_2 )</th>
<th>( X_3 )</th>
<th>( X_4 )</th>
<th>( X_5 )</th>
<th>( X_6 )</th>
<th>( X_7 )</th>
<th>( X_8 )</th>
<th>( X_9 )</th>
<th>( X_{10} )</th>
<th>( X_{11} )</th>
<th>( X_{12} )</th>
<th>( X_{13} )</th>
<th>( X_{14} )</th>
<th>( X_{15} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( X_1 )</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( X_2 )</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( X_3 )</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( X_4 )</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( X_5 )</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( X_6 )</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( X_7 )</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>( X_8 )</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>( X_9 )</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>( X_{10} )</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( X_{11} )</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>( X_{12} )</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>( X_{13} )</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( X_{14} )</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>( X_{15} )</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

We have \( \nu_{d} = \{X_1, X_2, X_3, X_4, X_5, X_6, X_7, X_8, X_9, X_{10}, X_{11}, X_{12}, X_{13}\} \) and \( \nu_{d} = \{X_1, X_2, X_3, X_4, X_5, X_6, X_7, X_8, X_9, X_{10}, X_{11}, X_{12}, X_{13}\} \).

The lower approximation and upper approximation of \( \nu_{d} \) and \( \nu_{d} \) are as follows

\( \overline{CY}_d = \{X_1, X_4, X_7, X_7, X_{10}, X_{11}, X_{12}, X_{15}\} \), \( \overline{CY}_d = \{X_1, X_4, X_7, X_7, X_{10}, X_{11}, X_{12}, X_{15}\} \),
Moreover $\text{Bnd}_C(Y) = \{X_6, X_7\}$. Also, we have $\overline{Y} = \{X_2, X_3, X_5, X_6, X_{11}\}$, $\text{Bnd}_C(Y) = \{X_1, X_7, X_8, X_9, X_{13}, X_{14}\}$, and $\text{Bnd}_C(Y) = \{X_6, X_7\}$.

The next step of the rough set analysis of the decision table is construction of minimal subset of independent criteria ensuring the same quality of sorting as whole set $C$, i.e., the reduces of $C$. In our case, there are three such reduces: $\text{RED}_1^2(C) = \{c_1, c_3, c_4, c_5\}$, $\text{RED}_2^2(C) = \{c_1, c_2, c_5\}$, and $\text{RED}_3^2(C) = \{c_1, c_2, c_5, c_7\}$.

It can be said that the committee took the fifteen sorting decisions taking into account the criteria from one of the reduces and discarded all the remaining criteria. Let us notice that criterion $c_4$ has no influence at all on the decision because it is not represented in any reduce.

We suppose that the committee has chosen reduce $\text{RED}_3^2(C)$ composed of $c_1$, $c_3$, $c_4$, i.e., score in mathematics and English and opinion from previous school. Now the decision table can be reduced to criteria represented in $\text{RED}_3^2(C)$. The decision rules generated from the reduced decision table have the following form:

- $r_1$ $(c_2,5) \mapsto (d, A)$.
- $r_2$ $(c_3,5) \mapsto (d, A)$.
- $r_3$ $(c_4,4) \land (c_5,1) \mapsto (d, A)$.
- $r_4$ $(c_1,4) \land (c_2,4) \land (c_3,2) \mapsto (d, A)$.
- $r_5$ $(c_4,4) \land (c_5,4) \land (c_3,2) \mapsto (d, A)$.
- $r_6$ $(c_3,3) \mapsto (d, R)$, and $r_7$ $(c_3,3) \mapsto (d, R)$.

Five rules are certain and two rules are uncertain. We have certainty factor and coverage factor of rules in Table 2.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Certainty</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.44</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.55</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.33</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>0.11</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.11</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.66</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0.5</td>
</tr>
</tbody>
</table>

From the certainty factors of decision rules, we can conclude:

1. If score in mathematics is 5, then the candidate is admitted certainly.
2. If score in physics is 5 then the candidate is admitted certainly.
3. If score in mathematics is 4 and opinion from previous school be 1, then the candidate is admitted certainly.
4. If score in mathematics is 4 and score in English is 4 and opinion from previous school is 2, then the possibility that the candidate admitted is equal to 0.5.
5. If score in mathematics is 4 and score in English is 4 and opinion from previous school is 2, then the possibility that the candidate rejected is equal to 0.5.
6. If score in mathematics is 3, then the candidate is rejected certainly.
7. If score in English is 3, then the candidate is rejected certainly.

5 Conclusions

In this paper approximation space and basic concepts of rough set theory have been reviewed. Decision table and decision algorithms, with many applications recently, have been discussed on decision table. Here, we recalled certainty factor and coverage factor. These two coefficients express the accuracy of decision rules. We defined several regions that have different values of certainty factors and several interesting theoretical results were proved. Using these regions is helpful in decision making. It seems that, using weaker relations instead of indiscernibility relation make a better decision table. To show the potential application of our theoretical findings regarding selection of candidates to a school, a known example from the literature was resolved by results of this paper.
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