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Abstract

Probabilistic logic and credibilistic logic are two branches of multi-valued logic for dealing with random
knowledge and fuzzy knowledge, respectively. In this paper, a hybrid logic is introduced for dealing with
random knowledge and fuzzy knowledge simultaneously. First, a hybrid formula is introduced on the basis
of random proposition and fuzzy proposition. Furthermore, a hybrid truth value is defined by chance
measure. As a generalization of probabilistic logic, credibilistic logic and hybrid logic, an uncertain logic
is proposed to deal with the general uncertain knowledge. Within the framework of uncertainty theory,
the uncertain truth value is defined by uncertain measure and some of its basic properties are studied
including the law of excluded middle, the law of contradiction and the law of truth conservation.
c©2009 World Academic Press, UK. All rights reserved.
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1 Introduction

Classical logic assumes that each proposition is either true or false. However, vague predicate presents a
challenge to classical logic because proposition containing vague predicate can fail to be true or false and
therefore such a proposition cannot be adequately represented in classical logic. For example, “tall” is a
vague predicate and the proposition “5′7′′ Tom is tall” is neither completely true nor completely false. In
order to deal with vague predicate, a three-valued logic was proposed by Lukasiewicz, which was then extended
to multi-valued logic by other researchers [1, 2, 16, 18]. In multi-valued logic, the connectives and the rules
for constructing formula are those used in classical logic, and the disjunction, conjunction and negation of
formulas are defined by max, min operations together with the complementation to 1, respectively. In 1972,
Lee [4] defined the concept of satisfiability and studied the resolution principle. A definition of logical inference
of one formula based upon the assertion of some premise formulas was introduced by Yager [17]. For more
information concerning the theory of multi-valued logic, the interested readers may consult the book [13].

Although multi-valued logic is well developed, a practical interpretation of truth value is controversial.
In 1976, Nilsson [14] considered the truth value as probability value and gave a probabilistic modus ponens,
which constructe the foundation of probabilistic logic. In addition, the consistency between probabilistic logic
and classical logic was also proved by Nilsson [14]. Recently, Li and Liu [7] introduced a credibilistic logic
by explaining the truth value as credibility value. In fact, probabilistic logic and credibilistic logic are all
branches of multi-valued logic. The difference is that the former is used to deal with random knowledge,
and the latter is used to deal with fuzzy knowledge. However, random knowledge and fuzzy knowledge may
appear simultaneously in a complex system. The purpose of this paper is to introduce a hybrid logic for dealing
with random knowledge and fuzzy knowledge simultaneously. In addition, as a generalization of probabilistic
logic, credibilistic logic and hybrid logic, a general uncertain logic will be introduced within the framework of
uncertainty theory.

The rest part of this paper is organized as follows. For facilitating the understanding of the paper, Section
2 recalls some basic concepts and properties about probabilistic logic and credibilistic logic. In Section 3, a
hybrid logic is introduced as an extension of probabilistic logic and credibilistic logic, and the consistency
between hybrid logic and classical logic is also proved. For dealing with a general uncertain knowledge system,
an uncertain logic is proposed in Section 4 within the framework of uncertainty theory. At the end of this
paper, a brief summary about this paper is given.
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2 Preliminaries

In multi-valued logic, a proposition is defined as a statement with truth value belonging to [0, 1], and a
formula is defined as a member of the minimal set S of finite sequence of primitive symbols (¬,∨, q, q1, q2, · · ·)
satisfying: (a) q ∈ S for each proposition q; (b) if X ∈ S, then ¬X ∈ S; (c) if X ∈ S and Y ∈ S, then
X ∨ Y ∈ S. The symbol ¬ means negation, and ∨ means disjunction. For example, if X and Y are formulas,
then ¬X means “the negation of X” and X ∨ Y means “X or Y ”. In addition, conjunction symbol ∧ and
implication symbol → are defined as

X ∧ Y = ¬(¬X ∨ ¬Y ), X → Y = ¬X ∨ Y

where X ∧ Y means “X and Y ”, and X → Y means “if X then Y ”. It is clear that X ∧ Y and X → Y are
formulas.

Let X be a formula containing propositions q1, q2, · · · , qn. Its truth function is defined as a function
f : {0, 1}n → {0, 1} such that f(x1, x2, · · · , xn) = 1 if and only if X = 1 with respect to qi = xi, where X = 1
means X is true and X = 0 means X is false. For example, the truth function of q1 ∨ q2 is

f(1, 1) = 1, f(1, 0) = 1, f(0, 1) = 1, f(0, 0) = 0,

and the truth function of q1 → q2 is

f(1, 1) = 1, f(1, 0) = 0, f(0, 1) = 1, f(0, 0) = 1.

Probabilistic Logic

Probabilistic logic was proposed by Nilsson [14] which defines truth value as probability value. In proba-
bilistic logic, we use the terms random proposition and random formula instead of proposition and formula,
respectively. For example,

“It rains in Beijing with probability 0.9”

is a random proposition, where “It rains in Beijing” is a statement, and its truth value is 0.9 in probability.
Generally speaking, we use η to express a random proposition and use p to express its probability value. In
fact, a random proposition η is essentially a random variable defined as

η =

{
1, with probability p

0, with probability 1− p,

where η = 1 means η is true and η = 0 means η is false.
Let X be a random formula containing random propositions η1, η2, · · · , ηn. It is clear that X is a random

variable taking values 0 or 1 defined by its truth function f as

X = f(η1, η2, · · · , ηn).

In this equation, the symbols η1, η2, · · · , ηn are considered as random variables. For any random formula X,
its truth value was defined by Nilsson [14] as

T (X) = Pr{X = 1}. (1)

Credibilistic Logic

Recently, Li and Liu [7] proposed a credibilistic logic as another branch of multi-valued logic within the
framework of credibility theory (See Appendix 1). In credibilistic logic, we use the terms fuzzy proposition
and fuzzy formula instead of proposition and formula, respectively. For example,

“Tom lives in Beijing with credibility 0.8”
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is a fuzzy proposition, where “Tom lives in Beijing” is a statement, and its truth value is 0.8 in credibility.
Generally speaking, we use ξ to express a fuzzy proposition and use c to express its credibility value. If we
use ξ = 1 to express ξ is true, and use ξ = 0 to express ξ is false, then ξ is essentially a fuzzy variable

ξ =

{
1, with credibility c

0, with credibility 1− c.

Let X be a fuzzy formula containing fuzzy propositions ξ1, ξ2, · · · , ξn. It is clear that X is a fuzzy variable
taking values 0 or 1 defined by its truth function f as

X = f(ξ1, ξ2, · · · , ξn).

In this equation, the symbols ξ1, ξ2, · · · , ξn are considered as fuzzy variables. For any fuzzy formula X, its
truth value was defined by Li and Liu [7] as

T (X) = Cr{X = 1}. (2)

3 Hybrid Logic

Probabilistic logic and credibilistic logic are used to deal with random knowledge and fuzzy knowledge,
respectively. In this section, a hybrid logic will be introduced within the framework of chance theory for
dealing with random knowledge and fuzzy knowledge simultaneously. A brief introduction about chance
theory may be found in Appendix 2.

Definition 3.1 A hybrid formula is defined as a member of the minimal set S of finite sequence of primitive
symbols satisfying:
(a) ξ ∈ S for each fuzzy proposition ξ;
(b) η ∈ S for each random proposition η;
(c) if X ∈ S, then ¬X ∈ S;
(d) if X ∈ S and Y ∈ S, then X ∨ Y, X ∧ Y, X → Y ∈ S.

Example 3.1 Let ξ be a fuzzy proposition “Tom lives in Beijing with credibility α”, η a random proposition
“It rains in Beijing with probability β” and τ a random proposition “Tom stays home with probability γ”.
Then the sentence “If Tom lives in Beijing and it rains in Beijing, then Tom stays home” is a hybrid formula,
denoted by ξ ∧ η → τ .

Assume that X is a hybrid formula containing fuzzy propositions ξ1, ξ2, · · · , ξn and random propositions
η1, η2, · · · , ηm. Then X is essentially a hybrid variable defined by its truth function f as

X = f(ξ1, ξ2, · · · , ξn, η1, η2, · · · , ηm).

In this equation, the symbols ξi and ηi are considered as fuzzy variable and random variable, respectively.

Definition 3.2 Let X be a hybrid formula. Then its truth value is defined as

T (X) = Ch{X = 1}. (3)

In addition, if X = f(ξ1, ξ2, · · · , ξn, η1, η2, · · · , ηm), then it follows from Definition 3.2 that

T (X) = Ch{f(ξ1, ξ2, · · · , ξn, η1, η2, · · · , ηm) = 1}.
Remark 3.1 If the hybrid formula X degenerates to a random formula, then it follows from the chance
composition theorem (10) that

T (X) = Ch{X = 1} = Pr{X = 1}.
On the other hand, if X degenerates to a fuzzy formula, then we have

T (X) = Ch{X = 1} = Cr{X = 1}.
Hence, hybrid logic is consistent with the probabilistic logic and credibilistic logic.
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Example 3.2 Let ξ be a fuzzy proposition with credibility α, and let η be a random proposition with
probability β. Then
(i) ξ ∧ η is a hybrid formula with truth value

T (ξ ∧ η) = Ch{ξ ∧ η = 1} = Ch{ξ = 1, η = 1} = Cr{ξ = 1} ∧ Pr{η = 1} = α ∧ β;

(ii) ξ ∨ η is a hybrid formula with truth value

T (ξ ∨ η) = Ch{ξ ∨ η = 1} = Ch{ξ = 1 or η = 1} = Cr{ξ = 1} ∨ Pr{η = 1} = α ∨ β;

(iii) ξ → η is a hybrid formula with truth value

T (ξ → η) = Ch{ξ → η = 1} = 1− Ch{ξ = 1, η = 0}
= 1− Cr{ξ = 1} ∧ (1− Pr{η = 1})
= 1− α ∧ (1− β)
= (1− α) ∨ β.

Example 3.3 Let ξ be a fuzzy proposition with credibility α, and let η and τ be random propositions with
probabilities β and γ, respectively. Then ξ ∧ η → τ is a hybrid formula with truth value

T (ξ ∧ η → τ) = 1− Ch{ξ = 1, η = 1, τ = 0} = 1− Cr{ξ = 1} ∧ Pr{η = 1, τ = 0}
= 1− Cr{ξ = 1} ∧ (Pr{η = 1} × Pr{τ = 0})
= 1− α ∧ (β × (1− γ)).

Example 3.4 Suppose that ξ and τ are fuzzy propositions with credibilities α and γ, respectively, and η is
a random proposition with probability β. Then ξ ∧ η → τ is a hybrid formula with truth value

T (ξ ∧ η → τ) = 1− Ch{ξ = 1, η = 1, τ = 0} = 1− Cr{ξ = 1, τ = 0} ∧ Pr{η = 1}
= 1− Cr{ξ = 1} ∧ Pr{τ = 0} ∧ Pr{η = 1}
= 1− α ∧ β ∧ (1− γ).

Theorem 3.1 Let X be a hybrid formula containing fuzzy propositions ξ1, ξ2, · · · , ξn and random propositions
η1, η2, · · · , ηm. If its truth function is f(x1, x2, · · · , xn, y1, y2, · · · , ym), then its truth value is

T (X) =





max
x


µ(x)

2
∧

∑

f(x,y)=1

φ(y)


 , if max

x


µ(x)

2
∧

∑

f(x,y)=1

φ(y)


 < 0.5

1−max
x


µ(x)

2
∧

∑

f(x,y)=0

φ(y)


 , if max

x


µ(x)

2
∧

∑

f(x,y)=1

φ(y)


 ≥ 0.5,

where x = (x1, x2, · · · , xn), y = (y1, y2, · · · , ym), µ is the joint membership function of (ξ1, ξ2, · · · , ξn) and φ
is the joint probability mass function of (η1, η2, · · · , ηn).

Proof: Since X = f(ξ1, ξ2, · · · , ξn, η1, η2, · · · , ηm), we have

T (X) = Ch{X = 1} = Ch{f(ξ1, ξ2, · · · , ξn, η1, η2, · · · , ηm) = 1}.

The theorem follows immediately from the definition of chance measure.

Remark 3.2 Let x be an n-dimensional vector (x1, x2, · · · , xn) with xi ∈ {0, 1} for all 1 ≤ i ≤ n, and y an
m-dimensional vector (y1, y2, · · · , ym) with yj ∈ {0, 1} for all 1 ≤ j ≤ m. Since fuzzy variable ξi is defined as

ξi =

{
1, with credibility ci

0, with credibility 1− ci,
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its membership function is

µi(xi) =

{
2ci ∧ 1, if xi = 1

2(1− ci) ∧ 1, if xi = 0,

and the joint membership function of fuzzy vector (ξ1, ξ2, · · · , ξn) is

µ(x) = min
1≤i≤n

µi(xi).

In addition, since random variable ηj is defined as

ηj =

{
1, with probability pj

0, with probability 1− pj ,

its probability mass function is

φj(yj) =

{
pj , if yj = 1

1− pj , if yj = 0,

and the joint probability mass function of random vector (η1, η2, · · · , ηm) is

φ(y) =
∏

1≤j≤m

φj(yj).

Theorem 3.2 (Law of Excluded Middle) For any hybrid formula X, we have

T (X ∨ ¬X) = 1.

Proof: It follows from the normality of chance measure that

T (X ∨ ¬X) = Ch{X ∨ ¬X = 1} = Ch{{X = 1} ∪ {X = 0}} = 1.

The proof is complete.

Theorem 3.3 (Law of Contradiction) For any hybrid formula X, we have

T (X ∧ ¬X) = 0.

Proof: It follows from the law of excluded middle that

T (X ∧ ¬X) = 1− T{¬X ∨ ¬¬X} = 1− 1 = 0.

The proof is complete.

Theorem 3.4 (Law of Truth Conservation) For any hybrid formula X, we have

T (¬X) = 1− T (X).

Proof: It follows from the self-duality of chance measure (11) that

T (¬X) = Ch{¬X = 1} = Ch{X = 0} = 1− Ch{X = 1} = 1− T (X).

The proof is complete.
Generally speaking, the higher the truth value is, the more true the hybrid formula is. For any hybrid

formula X, T (X) = 1 means X is certainly true and T (X) = 0 means X is certainly false.

Theorem 3.5 For any hybrid formulas X and Y , we have

T (X) ∨ T (Y ) ≤ T (X ∨ Y ) ≤ T (X) + T (Y ).
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Proof: It follows from the monotonicity of chance measure (12) that

T (X ∨ Y ) = Ch{X ∨ Y = 1} = Ch{{X = 1} ∪ {Y = 1}}
≥ Ch{X = 1} ∨ Ch{Y = 1}
= T (X) ∨ T (Y ).

Furthermore, it follows from the subadditivity of chance measure (13) that

T (X ∨ Y ) = Ch{{X = 1} ∪ {Y = 1}} ≤ Ch{X = 1}+ Ch{Y = 1} = T (X) + T (Y ).

The proof is complete.

Remark 3.3 The hybrid logic and classical logic are consistent. First, for any hybrid formula X, if T (X) = 1,
it follows from Theorem 3.4 that

T (¬X) = 1− T (X) = 0,

and if T (X) = 0, we have T (¬X) = 1. Furthermore, for any hybrid formulas X and Y , if T (X) = 1 or
T (Y ) = 1, it follows from Theorem 3.5 that

T (X ∨ Y ) ≥ T (X) ∨ T (Y ) = 1,

which implies that T (X ∨ Y ) = 1. If T (X) = 0 and T (Y ) = 0, it follows from Theorem 3.5 that

T (X ∨ Y ) ≤ T (X) + T (Y ) = 0.

That is, T (X ∨ Y ) = 0.

Theorem 3.6 For any hybrid formula X, we have

T (X ∨X) = T (X).

Proof: It follows from Definition 3.2 that

T (X ∨X) = Ch{X ∨X = 1} = Ch{X = 1} = T (X).

The proof is complete.

Theorem 3.7 For any hybrid formulas X and Y , we have

T (X) + T (Y )− 1 ≤ T (X ∧ Y ) ≤ T (X) ∧ T (Y ).

Proof: It follows from Theorem 3.5 that

T (X ∧ Y ) = 1− T (¬X ∨ ¬Y ) ≤ 1− T (¬X) ∨ T (¬Y ) = T (X) ∧ T (Y ),

T (X ∧ Y ) = 1− T (¬X ∨ ¬Y ) ≥ 1− (T (¬X) + T (¬Y )) = T (X) + T (Y )− 1.

The proof is complete.

Theorem 3.8 For any hybrid formula X, we have

T (X ∧X) = T (X).

Proof: It follows from Theorem 3.6 that

T (X ∧X) = 1− T (¬X ∨ ¬X) = 1− T (¬X) = T (X).

The proof is complete.

Theorem 3.9 For any hybrid formulas X and Y , we have

(1− T (X)) ∨ T (Y ) ≤ T (X → Y ) ≤ 1− T (X) + T (Y ).
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Proof: It follows from Theorem 3.5 and the fact X → Y = ¬X ∨ Y that

T (X → Y ) = T (¬X ∨ Y ) ≥ T (¬X) ∨ T (Y ) = (1− T (X)) ∨ T (Y ),

T (X → Y ) = T (¬X ∨ Y ) ≤ T (¬X) + T (Y ) = 1− T (X) + T (Y ).

The proof is complete.

Theorem 3.10 For any hybrid formula X, we have

T (X → X) = 1, T (X → ¬X) = 1− T (X).

Proof: It follows from Theorem 3.6 that

T (X → X) = T (¬X ∨X) = 1,

T (X → ¬X) = T (¬X ∨ ¬X) = T (¬X) = 1− T (X).

The proof is complete.

Theorem 3.11 For any hybrid formulas X and Y , we have

T (¬Y → ¬X) = T (X → Y ).

Proof: Since X → Y = ¬X ∨ Y , we have

T (¬Y → ¬X) = T (¬¬Y ∨ ¬X) = T (¬X ∨ Y ) = T (X → Y ).

The proof is complete.

Theorem 3.12 For any fuzzy formula X and random formula Y , we have
(a) T (X ∧ Y ) = T (X) ∧ T (Y );
(b) T (X ∨ Y ) = T (X) ∨ T (Y );
(c) T (X → Y ) = (1− T (X)) ∨ T (Y ),
where T (X) represents the credibilistic truth value and T (Y ) represents the probabilistic truth value.

Proof: Part (a). It follows from chance composition theorem (10) that

T (X ∧ Y ) = Ch{X ∧ Y = 1} = Ch{X = 1, Y = 1} = Cr{X = 1} ∧ Pr{Y = 1} = T (X) ∧ T (Y ).

Part (b). It follows from the self-duality theorem and part (a) that

T (X ∨ Y ) = T (¬(¬X ∧ ¬Y )) = 1− T (¬X) ∧ T (¬Y ) = T (X) ∨ T (Y ).

Part (c). It follows from the self-duality theorem and part (b) that

T (X → Y ) = T (¬X ∨ Y ) = T (¬X) ∨ T (Y ) = (1− T (X)) ∨ T (Y ).

The proof is complete.

4 Uncertain Logic

In this section, we introduce an uncertain logic within the framework of uncertainty theory as a generalization
of probabilistic logic, credibilistic logic and hybrid logic. A brief knowledge about uncertainty theory may be
found in Appendix 3.

In uncertain logic, we define the truth value for each proposition as uncertain measure. Hence, we use the
terms uncertain proposition and uncertain formula instead of proposition and formula, respectively. Generally
speaking, we use τ to express an uncertain proposition and use u to express its uncertainty value. If we use
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τ = 1 to express τ is true, and use τ = 0 to express τ is false, then τ is essentially an uncertain variable
defined as

τ =

{
1, with uncertainty u

0, with uncertainty 1− u.

Let X be an uncertain formula containing uncertain propositions τ1, τ2, · · · , τn. It is clear that X is
essentially an uncertain variable taking values 0 or 1 defined by its truth function f as

X = f(τ1, τ2, · · · , τn).

In this equation, the symbols τ1, τ2, · · · , τn are considered as uncertain variables.

Definition 4.1 For each uncertain formula X, its truth value is defined as

T (X) = M{X = 1}.

For any uncertain proposition τ , it is easy to prove that M{τ = 1} = u. That is, the truth value of each
uncertain proposition is just its uncertainty value. In addition, if X = f(τ1, τ2, · · · , τn), then

T (X) = M{f(τ1, τ2, · · · , τn) = 1}.

Example 4.1 If τ is an uncertain proposition with uncertainty value α, then ¬τ is an uncertain formula and
its truth value is

T (¬τ) = M{¬τ = 1} = 1−M{τ = 1} = 1− T (X) = 1− α.

Example 4.2 Suppose that ξ and η are two uncertain propositions with uncertainty values α and β, respec-
tively. Then we have
(i) ξ ∨ η is an uncertain formula with truth value belonging to [α ∨ β, (α + β) ∧ 1] because

T (ξ ∨ η) = M{ξ = 1 or η = 1} ≥ M{ξ = 1} ∨M{η = 1} = α ∨ β,

T (ξ ∨ η) = M{ξ = 1 or η = 1} ≤ M{ξ = 1}+ M{η = 1} = α + β;

(ii) ξ ∧ η is an uncertain formula with truth value belonging to [(α + β − 1) ∨ 0, α ∧ β] because

T (ξ ∧ η) = M{ξ = 1, η = 1} ≥ M{ξ = 1}+ M{η = 1} − 1 = α + β − 1,

T (ξ ∧ η) = M{ξ = 1, η = 1} ≤ M{ξ = 1} ∧M{η = 1} = α ∧ β;

(iii) ξ → η is an uncertain formula with truth value belonging to [(1− α) ∨ β, (1− α + β) ∧ 1] because

T (ξ → η) = T (¬ξ ∨ η) ≥ (1− α) ∨ β, T (ξ → η) = T (¬ξ ∨ η) ≤ 1− α + β.

Theorem 4.1 (Law of Excluded Middle) For any uncertain formula X, we have

T (X ∨ ¬X) = 1.

Proof: It follows from the normality of uncertain measure that

T (X ∨ ¬X) = M{X ∨ ¬X = 1} = M{{X = 1} ∪ {X = 0}} = 1.

The proof is complete.

Theorem 4.2 (Law of Contradiction) For any uncertain formula X, we have

T (X ∧ ¬X) = 0.

Proof: It follows from the law of excluded middle that

T (X ∧ ¬X) = 1− T{¬X ∨ ¬¬X} = 1− 1 = 0.

The proof is complete.



Journal of Uncertain Systems, Vol.3, No.2, pp.83-94, 2009 91

Theorem 4.3 (Law of Truth Conservation) For any uncertain formula X, we have

T (¬X) = 1− T (X).

Proof: It follows from the self-duality of uncertain measure that

T (¬X) = M{¬X = 1} = 1−M{X = 1} = 1− T (X).

The proof is complete.

Theorem 4.4 For any uncertain formulas X and Y , we have

T (X) ∨ T (Y ) ≤ T (X ∨ Y ) ≤ T (X) + T (Y ).

Proof: It follows from the monotonicity of uncertain measure that

T (X ∨ Y ) = M{X ∨ Y = 1} ≥ M{X = 1} ∨M{Y = 1} = T (X) ∨ T (Y ).

On the other hand, it follows from the subadditivity of uncertain measure that

T (X ∨ Y ) = M{X ∨ Y = 1} ≤ M{X = 1}+ M{Y = 1} = T (X) + T (Y ).

The proof is complete.

Remark 4.1 It follows from the self-duality, monotonicity and subadditivity of truth value that uncertain
logic and classical logic are consistent.

Theorem 4.5 For any uncertain formulas X and Y , we have
(a) T (X ∨X) = T (X);
(b) T (X ∧X) = T (X);
(c) T (X) + T (Y )− 1 ≤ T (X ∧ Y ) ≤ T (X) ∧ T (Y );
(d) T (¬Y → ¬X) = T (X → Y );
(e) T (X → X) = 1, T (X → ¬X) = 1− T (X);
(f) (1− T (X)) ∨ T (Y ) ≤ T (X → Y ) ≤ 1− T (X) + T (Y ).

Proof: Part (a). It follows from Definition 4.1 that

T (X ∨X) = M{X ∨X = 1} = M{X = 1} = T (X).

Part (b). It follows from Definition 4.1 that

T (X ∧X) = M{X ∧X = 1} = M{X = 1} = T (X).

Part (c). For any formulas X and Y , it follows from Theorem 4.4 that

T (X ∧ Y ) = 1− T (¬X ∨ ¬Y ) ≤ 1− T (¬X) ∨ T (¬Y ) = 1− (1− T (X)) ∨ (1− T (Y )) = T (X) ∧ T (Y ),

T (X ∧ Y ) = 1− T (¬X ∨ ¬Y ) ≥ 1− T (¬X)− T (¬Y ) = 1− (1− T (X))− (1− T (Y )) = T (X) + T (Y )− 1.

The other parts may be proved by a similar way of hybrid case.

5 Conclusions

In a complex knowledge system, random knowledge and fuzzy knowledge may occur simultaneously. For
dealing with this case, a hybrid logic was introduced in this paper as an extension of probabilistic logic and
credibilistic logic. First, a hybrid formula was defined and its truth value was defined by chance measure.
Furthermore, the consistency between hybrid logic and classical logic was proved. For dealing with a general
uncertain knowledge system, an uncertain logic was also proposed within the framework of uncertainty theory.
In addition, the uncertain logic was also proved to be consistent with the classical logic based on the law of
excluded middle, the law of contradiction and the law of truth conservation for uncertain truth value.
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Appendix 1: Credibility Measure

Credibility theory [9, 11] is a branch of mathematics for studying the behavior of fuzzy phenomena. The
central concept of credibility theory is credibility measure, which was first proposed by Liu and Liu [12] in
2002. In addition, a sufficient and necessary condition for credibility measure was given by Li and Liu [5].

Let ξ be a fuzzy variable with membership function µ. Then for any set B of real numbers, we have

Cr{ξ ∈ B} =
1
2

(
sup
x∈B

µ(x) + 1− sup
x∈Bc

µ(x)
)

. (4)

This formula is also called the credibility inversion theorem. Different from possibility measure and necessity
measure, credibility measure has self-duality property. That is, for any event A, we have

Cr{A}+ Cr{Ac} = 1. (5)

In addition, credibility measure is increasing and subadditive. That is, for any events A and B, we have

Cr{A} ≤ Cr{B}, if A ⊂ B, (6)

Cr{A ∪B} ≤ Cr{A}+ Cr{B}. (7)

Appendix 2: Chance Measure

Generally speaking, randomness and fuzziness are two kinds of basic uncertainties in the real world. Prob-
ability theory and credibility theory are two branches of mathematics for dealing with random phenomena
and fuzzy phenomena, respectively. As the improvement of understanding about uncertain phenomena, some
researchers began to study the complex system which includes both randomness and fuzziness. In 1978,
Kwakernaak [3] introduced a fuzzy random variable which was redefined by Puri and Raslescu [15] as a mea-
surable function from a probability space to the set of fuzzy variables. Similarly, Liu [8] proposed a random
fuzzy variable as a function from a credibility space to the set of random variables. More generally, Liu [11]
proposed the concepts of chance space and hybrid variable. In fact, both fuzzy random variable and random
fuzzy variable can be described by hybrid variable. In 2008, Li and Liu [6] defined a chance measure for events
on the basis of probability measure and credibility measure.

Suppose that (Θ,P,Cr) is a credibility space and (Ω,A,Pr) is a probability space. The product (Θ,P,Cr)×
(Ω,A,Pr) was called a chance space by Liu [10]. For any subset Λ of Θ×Ω, it was called an event by Liu [11]
if Λ(θ) ∈ A for each θ ∈ Θ, where

Λ(θ) =
{
ω ∈ Ω

∣∣ (θ, ω) ∈ Λ
}

.

Let L be the collection of all events, i.e.,

L =
{
Λ ⊂ Θ× Ω

∣∣ Λ(θ) ∈ A,∀θ ∈ Θ
}

. (8)

Liu [11] proved that L is a σ-algebra over Θ × Ω, and called it the product σ-algebra P × A. For any event
Λ, its chance measure was defined by Li and Liu [6] as

Ch{Λ} =





sup
θ∈Θ

(Cr{θ} ∧ Pr{Λ(θ)}), if sup
θ∈Θ

(Cr{θ} ∧ Pr{Λ(θ)}) < 0.5

1− sup
θ∈Θ

(Cr{θ} ∧ Pr{Λc(θ)}), if sup
θ∈Θ

(Cr{θ} ∧ Pr{Λ(θ)}) ≥ 0.5.
(9)

For any X ∈ P and Y ∈ A, Li and Liu [6] proved the chance composition theorem, that is,

Ch{X × Y } = Cr{X} ∧ Pr{Y }, (10)

which implies that the chance measure is consistent with credibility measure and probability measure because

Ch{X × Ω} = Cr{X} ∧ Pr{Ω} = Cr{X},
Ch{Θ× Y } = Cr{Θ} ∧ Pr{Y } = Pr{Y }.
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Furthermore, Li and Liu [6] proved that chance measure is self-dual. That is,

Ch{Λ}+ Ch{Λc} = 1 (11)

for any event Λ. In addition, chance measure is also increasing and subadditive. That is, for any events Λ1

and Λ2, we have
Ch{Λ1} ≤ Ch{Λ2}, if Λ1 ⊆ Λ2, (12)

Ch{Λ1 ∪ Λ2} ≤ Ch{Λ1}+ Ch{Λ2}. (13)

A hybrid variable was defined by Liu [10] as a measurable function from a chance space (Θ,P,Cr) ×
(Ω,A,Pr) to the set of real numbers, i.e., for any Borel set B of real numbers, we have

{(θ, ω) ∈ Θ× Ω
∣∣ ξ(θ, ω) ∈ B} ∈ L. (14)

Suppose that ξ1, ξ2, · · · , ξn are fuzzy variables on credibility space (Θ,P,Cr) and η1, η2, · · · , ηm are random
variables on probability space (Ω,A,Pr). If f is a measurable function from <n+m to <, then we have
f(ξ1, ξ2, · · · , ξn, η1, η2, · · · , ηm) is a hybrid variable on chance space (Θ,P,Cr)× (Ω,A,Pr).

Appendix 3: Uncertain Measure

In order to deal with the general uncertain phenomena, Liu [11] defined an uncertain measure, which is neither
a completely additive measure nor a completely nonadditive measure.

Let Γ be a nonempty set, and let L be a σ-algebra over Γ. Each element Λ ∈ L is called an event. In
2007, Liu [11] defined an uncertain measure as a set function M on L satisfying:
(i) (Normality) M{Γ} = 1;
(ii) (Monotonicity) M{Λ1} ≤ M{Λ2} whenever Λ1 ⊂ Λ2;
(iii) (Self-Duality) M{Λ}+ M{Λc} = 1 for each event Λ;
(iv) (Countable Subadditivity) For any countable consequence of events {Λi}, we have

M

{ ∞⋃

i=1

Λi

}
≤

∞∑

i=1

M{Λi}.

It is clear that probability measure, credibility measure and chance measure are all instances of uncertain
measure. The triplet (Γ,L,M) is called an uncertainty space. Furthermore, an uncertain variable τ was
defined by Liu [11] as a measurable function from (Γ,L,M) to the set of real numbers, i.e., for any Borel set
B of real numbers, the set {τ ∈ B} = {γ ∈ Γ|τ(γ) ∈ B} is an event.
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