
3133133133133138 
 

Journal of Uncertain Systems
Vol.2, No.4, pp.313-320, 2008

Online at: www.jus.org.uk

 
 

 
Plane Side Distance and Stochastic Matter 

 
Xuewen Xia∗  

 Hunan Institute of Engineering, Xiangtan, 411104，China, 
 

Received 3 November 2007; Accepted 2 June 2008 
 

Abstract 
 

In this paper, we study side distance problems of the matter analysis, the definitions of side distance are extended to 
plane region, and some properties are obtained. We give fundamental concept for stochastic extension set according to 
stochastic processes methods, and spread extension set, and obtain some new results.  
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1 Plane Side Distance and Its Properties 
 
Cai [1] put  forward the concept of matter element analysis and extension set, and obtained some useful results. Later, 
these problems have been restudied and some new results were obtained [2-5]. Cai [2] put forward the distance on 
line. In this paper, we study the distance on plane. 

 
1.1 Fundamental Concept 
 
We know concept of side distance in [2]. In this paper, we study it on plane region.  
Definition 1: The distance of  a point  to a plane region D is defined as ),( 000 yxM

),(min),( 00 MMDM ρρ ±= , DM ∈ , 

where D  expresses the boundary of D. If DM ∈0 , then it takes negative sign, i.e., 0),( 0 <DMρ .  If DM ∉0 , 

then it takes positive sign, i.e., 0),( 0 >DMρ . 

Obviously,  we have DM ∈0 0),( 0 =⇐⇒ DMρ . 

Definition 2: Suppose that  and  are two plane regions, and 1D 2D 1 2 2( , ) min ( , )D D M Dρ ρ= , 1DM ∈ . Then 

we call ),( 21 DDρ   the distance of  plane regions  and . 1D 2D
Definition 3:  Suppose plane region series , , and  satisfy the following relations: 
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Then we call 1ρ  inside distance of M about . ba DDD ,, 0

Definition 4: Suppose plane region series , , and  satisfy the following relations: 

, where  
aD 0D abD bD

baba DDDD ⊂⊂⊂ 0
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Then we call 0ρ  outside distance of M about . ba DDD ,, 0

The inside distance and outside distances are called side distance, and denoted by ),,,( 0 ba DDDMρ . 
 

1.2    Some Results  
 
Theorem 1:  If , then  we have bDM ∉

),(),,,( 0 bba DMDDDM ρρ = . 

Proof: According to the above definitions, if bDM ∉ , then we have ba DDM ∪∉ . 
Therefore, the two equations 

 

 
0( , , , ) ( , ),I a b bM D D D M Dρ ρ=

and 
),(),,,( 00 bba DMDDDM ρρ =  

hold true. The proof is complete. 
Theorem 2:  Suppose , then ba DDD ⊂⊂ 0

(1) 0),,,( 0 <⇐⇒−∈ baab DDDMDDM ρ . 

(2)  and ab DDM −∉ ba DDM ∪∉ 0),,,( 0 >⇐⇒ ba DDDMρ . 

(3) 0),,,( 0 =⇐⇒∪∈ baab DDDMDDM ρ . 

Proof: (1)  Let .b aM D D∈ −  

① To 1ρ : as ,  we have aDDM −∈ 0 0),( >aDMρ , then 
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 As M , then0DDb −∈ 0),( <bDMρ . Therefore 0),( <= bI DMρρ . 

② To 0ρ : as , we have aDDM −∈ 0 0),( >aDMρ  , then 0),(0 <−= aDMρρ  as , and  0DDM b −∈

0),(
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ρ . 

Therefore  
0),,,( 0 >ba DDDMρ . 

Otherwise, if 0),,,( 0 <ba DDDMρ , then we have: 

① For Iρ : if , then we haveaDM ∈ 0),( >−= aI DMρρ , a contradiction. 
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 If , then bDM ∉0 0),( >= bI DMρρ , a contradiction.  

Therefore, we have . ab DDM −∈
② For 0ρ : if , then aDM ∈ 0),( <aDMρ . 

Therefore, 0),(0 >−= aDMρρ , a contradiction. 

If , then bDM ∉ 0),(0 >= bDMρρ , a contradiction. 

Thus, we have  ab DDM −∈

(2) Suppose bab DDDM ∪∪∉ , if , then we have bDM ∉ 0DM ∉ . Thus 

① For 1ρ : 0),( >= bI DMρρ  . 

 For②  0ρ : 0),(0 >= bDMρρ , thus 0),,,( 0 >ba DDDMρ . 

 Otherwise, suppose 0),,,( 0 >ba DDDMρ , then 

① For 1ρ : if , as , we have ab DDM −∈ aDDM −∈ 0
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which is a contradiction . Thus, . aDDM −∉ 0

If , then 0DDM b −∈ 0),(1 <= bDMρρ , a contradiction. 

Thus , and . 0DDM b −∉ ab DDM −∈

If ba DDM ∪∈ , then 0),,,( 0 =ba DDDMρ , a contradiction. 

 Thus ba DDM ∪∉ . 

② for 0ρ : If , then  0DDM b −∈
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which is self- contradictory. 
If , thenaDDM −∈ 0 0),(0 <−= aDMρρ , self-contradictory.  

Thus . ab DDM −∉

(3) If ab DDM ∪∈ , then 0),( == bI DMρρ , 0),(0 == bDMρρ . 

Otherwise, if 0),,,( 0 =ba DDDMρ , and ba DDM ∪∉ , then 0),,,( 0 ≠ba DDDMρ , a contradiction. Thus 
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According to the above theorems, we have  the following definition: 
Definition 5:  Suppose plane region series:  where 0 ,a bD D D⊂ ⊂

{ }0 | ( , ) ( , )a bD M M D M Dρ ρ= = − . 
Let 
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Then we call ρ  side distance of M about . ba DDD ,, 0

Suppose that , then it is easily to obtain ba DD =

0
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Theorem 3:  Suppose a bD D∩ = Φ , then we have 

(1)  or  aDM ∈ 0)( <⇐⇒∉ MKDM b .  

(2) 1)(0 <<⇐⇒−∈ MKDDM ab . 

(3) 1)( =⇐⇒∈ MKDM a . 

(4) 0)( =⇐⇒∈ MKDM b . 

Proof:  (1) If aM D∈ , then we have ( ) ( , ) 0aK M M Dρ= < . 

Otherwise, if , and , then 0)( <MK ab DDM −∈ ( , ) 0aM D ,ρ >  and ( , ) 0bM Dρ < . 
Thus 
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and 

 ),( aDMρ > ),( bDMρ . 

Therefore, we have 0)( <MK . 

(2) If , then ab DDM −∈ 0),( <bDMρ , 0),( >aDMρ , thus 1)(0 << MK . 

Otherwise, if , then  1)(0 << MK 0)(, <∈ MKDM a , a contradiction.  
On the other hand, we have  
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which have solution 
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(3)  If aDM ∈ , then  
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Otherwise, if , then 1)( =MK 0),( =aDMρ . Thus aDM ∈ . 

(4) If bDM ∈ , then . 0)( =MK
Otherwise, if , then 0)( =MK 0),( =bDMρ . Thus bDM ∈ . 

Theorem 4:  Let { }a b zD D M∩ = ≠ Φ , and 
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Then we have 
(1)  or . aDM ∈ 0)( <⇐⇒∉ MKDM b

(2) 1)(0 <<⇐⇒−∈ MKDDM ab . 

(3) 1)( −=⇒= MKMM z . 

Proof: (1) If , then aDM ∈ 0),()( <= aDMMK ρ . If bDM ∉ , then  
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Otherwise, if , and ,  then we have , a contradiction. 0)( <MK ab DDM −∈ 0)( >MK
Thus,  or   holds true. aDM ∈ bDM ∉
(2) If , then we haveab DDM −∈ 0),( <bDMρ , and 0),( >aDMρ .  

Thus 0),(),( <− ab DMDM ρρ ,  i.e., 1)(0 << MK . 

Otherwise, if ,  and  or 1)(0 << MK aDM ∈ bDM ∉ , then we have 0)( <MK . 

Thus we have . ab DDM −∈
(3) If , then 2MM = 0),(),( == ba DMDM ρρ . 
Thus  

11),,()( −=−−= ba DDMMK ρ . 
 

2  Stochastic Extension Set and Stochastic Matter 
 
2.1   Fundamental Concept 
 
We study stochastic extension set and stochastic matter using stochastic processes theory [6-7]. 
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Definition 1:  Suppose  is a sample space, and Ω ),,( pFΩ  is a probability space, T is an index set, and ),( ωtK  is 
a function from T×  to real region Ω ),( +∞−∞=R . Let 

{ }),(,,|),,(~ ωωω tKyTtytA =Ω∈∈= . 

Then we call A~  a stochastic extension set on Ω , ),( ωtKy =  (or ( )tK ω ) a stochastic relational function on A~  

(or a stochastic relational process), ),( ωtK  stochastic relational degree. 
Let 

{ }0),(,,|),( ≥Ω∈∈= ωωω tKTttA . 

Then we call A positive region of A~ . 
Let 

{ }( , ) | , , ( ) 0tA t t T Kω ω ω= ∈ ∈Ω ≤ . 

Then we call A  negative region of A~ . 
Let 

{ }0 ( , ) | , , ( ) 0tJ A t t T Kω ω ω= ∈ ∈Ω� = . 

 Then we call  zero boundary of0 ( )J A� A~ . 
To determine , let 0tt =

{ }0 0
| ( ) 0t tA kω ω= ≥ , 

{ }0 0
| ( ) 0t tA Kω ω= ≤ , 

and 

{ }0 0
( ) | ( ) 0t tJ A kω ω= =� . 

We know, for A~ , when , 0tt = ),( 0 ωtky =  is a random variable; when 0ωω = , ),( 0ωtky =  is a relational 

function, and we call it a relational sample track of A~ . 
Definition 2:  Suppose A~  is a stochastic extension set,  is an alternation, and , then we call  0T UUT ⊂0

( ){ }0),(,,|),()( 00 ≥Ω∈∈= ωωω tTKTttTA  

the positive region of A~  about ; 0T
( ){ }0),(,,|),()( 00 ≤Ω∈∈= ωωω tTKTttTA  

the negative region of A~  about ; 0T
( ) ( ){ }0),(,0),(,,|),()( 0 ≥≤Ω∈∈= ωωωω tTKtKTttTA  

the extension region of A~  about , and 0T
( ){ }0),((,0),(,,|),()( 00 ≥≥Ω∈∈=+ ωωωω tTKtKTttTA  

the stable region of A~  about . 0T
If , then the sets defined in the above are random events. 0tt =
 

2.2   Some Results 
 
Theorem 1:  Suppose A~  is a stochastic extension set,  is an alternation, then 0T
(1) AAT ∪=Ω× ; 
(2) 

0 0t tA AΩ = ∪ ; 

(3) )(0 AJAA =∩ ; 
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(4) 
0 0 0

( )t t tA A J A∩ = � ; 

(5) . )()()( 000 TATATA +∪=
Proof: The results can be easily proved according to the definitions in the above. 

Furthermore, we have the following result: 
Theorem 2: Suppose ( ) is a probability space, PF ,,Ω A~  is a stochastic extension set,  is an alternation, then 0T
(1) ))(()()()(

00000
AJPAPAPAAP ttttt −+=∪ . 

(2) ( ))~()(
000

AJPAAP ttt =∩ . 

According to the probability theory, we know that{ }Ω∈∈ ωω ,),,( TttK  is a stochastic process. Suppose 

that { }( ),tK t Tω ∈  is a stochastic relational process, then for every Tt ∈ , ( )tk ω  is a random variable, and its 
distribution function is 

{ }( )( ) ( , ) | ( )k t tP t P kξ ω ω ξ<� . 

We call ( ) ( , )k tP t ξ  the one-dimensional distribution function of { }( ),tK t Tω ∈ . 
In this paper, we often define an n-dimensional distribution function as 

{ }
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1
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k t k t k t n n i i
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<" " � ∩ ξ . 

Then  we have: 
Mean function 
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Variance function 
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Self-covariance  
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η
Self-relative function  { }
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2.3    Stochastic Matter 
 
In the above subsections, we have given some fundamental concepts for stochastic relative functions, and with these 
concepts, we can obtain stochastic matter used in matter analysis. 
Definition 3: Suppose W is a matter set defined as 

{ }VvUNvCNRRW ∈∈== ,),,,(| , 

and  is an extension set such that A�
{ })(,|),(~ vkyVvyvA =∈= . 

If the function is a stochastic process, then we call )(vky =



320                                                              X.  Xia：Plane Side Distance and Stochastic Matter 

}

                                                          

{ ,,(|),()( )()(,)~ vkRkyW ==∈  
a stochastic matter extension set on W, where the matter R is called a  stochastic matter. 

 values, so there must exists 
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It is known that all the matters are stochastic factors and can be changed to different
stochastic properties in them. 
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