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Abstract 
 

This paper is devoted to the linear admissible estimate and admissibl
homogeneous estimates. For Gauss-Markov model, a necessary and 
admissible estimation is proposed when variance is positive. 
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1. Introduction 
 
For the sake of convenience, throughout the paper, we will use the follow
matrix,  is a transpose of ; if an  matrix  is nonsingular,  an
matrix and trace respectively; nI  is an 

A′ A nn× A 1−A
nn×  unit matrix; )(Aµ  is a linear m

of . Let us consider Gauss-Markov model A
 

                            ,: εβ += XYH  0)( =εE , ,                 VVar 2)( σε =
 

where Y is an n dimension observable random vector, − X  is an pn×  desig
−p dimension parameter vector; ε  is a n − dimensional random vector, whe

an unknown parameters. Already homogeneous linear estimates for regre
obtained in a linear model. Rao [1] proposeed a matrix loss function; the 
been obtained in [2]. The linear minimax estimators under quadratic loss fun
Although some interesting results have been obtained, they are not satisfact
proposed loss function is different in denominator; it has the minimax admis
the linear model ,: εβ += XYH   the quadratic loss functio),0(~ 2VN σε
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When V , we want to get a necessary and sufficient condition which is
estimate and admissible estimate in the class of homogeneous estimates. 
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d denotes its inversion )(Atr
etric space by column vector 
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n matrix, β  is one unknown 
re is known, is 
ssion coefficients almost are 
loss function with  has 
ction were developed in [3-5]. 
ory enough. In this paper, the 
sibility characterization under 

0≥V 02 >σ

0>V

n: 

)0(1' >− VXVX .           (1.2) 

 given for a linear admissible 
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2  Some Lemmas 
 
The following lemmas are necessary for the proof of our results. In the model (1.2) the quadratic loss 
function without the denominator has been discussed. So we do not describe it. 
 
Definition 2.1. AY  is said to be identically superior to BY  in the linear model H  if random 
variable  satisfies ),( 2σβ
 

),,(),,( 22 BYSRAYSR σβσβ ≤  
 
and there exists at least  such that the above inequality happens to be strict one. ),( 2σβ AY  is said to be 
admissible characterization estimate of βS  if there are no estimates which are identically superior to AY  
in the linear model . H

 
Lemma 2.1 Let H  be a linear model,  a L nk ×  matrix, and LY  an estimate of βS . For any random 
parameter vector  and , we have pR∈β 02 >σ

( ) ( ) ( ) ( )
ββσ

ββββ
ββσ

ββ
T

SLXSLXE
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Moreover, (2.1) happens to be equality if and only if one of the following conditions holds:  
(1)  ,                                                                                                                              (2.2) 1' −−= VXLXTL
(2)  .                                                                                                                                (2.3) )()( ' XVL µµ ⊂
Proof.  By deducing, it follows that  
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Therefore, we get a quadratic loss function:   
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In the above formula, the equality holds if and only if 
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=
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ββσ
σ

T
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It is evident that, the above formula holds if and only if ( ) 01' =− −− VVXXTIL , which is equivalent 
to . 1' −−= VXLXTL
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“(1) (2)”. By virtue of , it is easy to obtain⇔ ''' LXXTVL −= ( ) ( )XVL µµ ⊂' . On the other hand, 
if ( ) ( )XVL µµ ⊂' , there exists a matrix M such that . Therefore, we have XMVL ='

 
( ) 1'11' −−−−− = VXXTVLVVXLXT 1'1'' −−−= VXXTVXM 1'' −= VXM 1−= LVV L= . 

                                                      
Thus, the proof of the lemma is complete.  
 
Lemma 2.2 If the matrix  is not symmetrical, then there exists an orthogonal matrixA P  such 
that . ( ) (AtrPAtr > )
Proof. Suppose  is a A 22×   matrix, denoted by . Without loss of generality, we assume . 

Then, we can take an orthogonal matrix

a c
A

d b
⎛

= ⎜
⎝ ⎠

⎞
⎟ dc >

1
1

g
P

gε

ε
ε

− −⎛
= ⎜

⎞
⎟−⎝ ⎠

, where 0>ε  is small enough, and we 

let 22 εε −=g .  Thus, it is obtained that  
 

)-()()()( dcgbaAtrAPtr ++=> εε . 
 
Because , and dc > 0>g 0>ε  small enough, it follows that 

)()( AtrAPtr a > . 
 

On the other hand, when , we letcd > 22 εε −−=g . By mathematical induction, we suppose that 
the conclusion of the lemma holds when matrix A  is   )1()1( −×− nn matrix. Now we suppose A  is a 

 matrix. Because nn× A  is asymmetrical, it must have an )1()1( −×− nn  main submatrix. We may 
suppose  has the formA 1

'
nA b

A
d c
−⎛ ⎞

= ⎜ ⎟
⎝ ⎠

. As  is asymmetrical, by the assumption, we have (1−nA )1()1 −×− nn

( 11 −−− nnn AtrAP
⎞
⎟

 

orthogonal matrix , which satisfies tr . 1−nP )()1 >
Now we assume . It is easy to see that -1 0

0 1
nnP

P ⎛
= ⎜
⎝ ⎠

P  is an orthogonal matrix. As a consequence, 

)()()()( 1-1-1- AtrcAtrcAPtrPAtr nnn =+>+= . 
 
Lemma 2.3 Under the model H , if βSLY ~  holds, then to any k×1   matrix K , the following relation 
holds: 

βKSKLY ~ . 
 
The lemma has been proved in [3, 5]. 
 
Lemma 2.4 Supposes under modelnp RtRw ∈∈ , H , the βw′  linearity be estimated, then 

βwYt ′′ ~ essential condition is: 
(1) , 1''' −−= VXXTtt
(2) .                                                     wXTttXXTt −− ≤ '''

Proof. (1) It is easy to get the result by applying Lemma 2.1. Now we prove (2). 
As , thus as the assumed the risk ofpR∈β βw′ , Yt ′ is  

),,( 2 YtwR ′′ σβ  =
ββσ
β

T
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Let ，and 11 )1( −−−− ′−−′′=′ VTwbVXXTtbt )1,0(∈b . Thus  satisfies (2.2) and as the assumed risk 
of 

't
βw′ ,  is sign to the following equation: Yt ′

2 2( , , )R w t Yβ σ ′′  =
' ' 2

2 '

( )E t Y w
T
β
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+
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If there is βwYt ′′ ~ , it is sufficient to show the relations 
[ ] [ ]wbbXtTwbXtbVtt )1()1( −+−+′≤′ − , for any )1,0(∈b . 

 
This means when t  satisfies (1), thus we can obtain the inequality like  
 

wXTtbbwTwbtXXTtb ′′−+′′−≤′′− −−− 222 )1(2)1()1( . 
 

Let both sides of the inequality above divide , at the same time . Then we get  2(1 )b− 1↑b
wXTttXXTt −− ′≤′′ . 

As a result, (2) is proved. 
 
3 The admissible characteristic in the linear model H  

 
Theorem 3.1 Let and be two L S pknk ×× ,  constant matrixes. We suppose that βS  is linearly 
estimable in the model H . LY is the permissible estimate of βS  in the linear model  if and only if: H
(1) , 1−− ′= VXLXTL
(2) . SLXTLXLXT ′≤′′ −−

Proof.  “Necessity” From Lemma 2.1, (1) is proved immediately. From Lemma 2.3 and the 
condition βSLY ~ , we know that for any k dimensional constant vector  which satisfies  t βStLYt ′′ ~ . 
Thus, from Lemma 2.4, for any , we obtain  kRt ∈
 

tSLXTttLXLXTt ′′≤′′′ −− . 
 
In order to prove (2), it is necessary to prove that  is symmetrical.  SLXT ′−

By contraditon, we assume  is asymmetric, and then is asymmetric. From Lemma 
2.2, there exists an orthogonal matrix  which satisfies 

SLXT ′− STLXS ′− −)(
P

 
))(())(( STLXStrSTLXSPtr ′−>′− −− . 

 
Let . By deducing, it follows that 1))(( −− ′−−= VXTLXSPSM
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And it conflicts to βSLY ~ , so  is symmetric. SLXT ′−

“Sufficiency”.  M  is an arbitrary  constant matrix, and from Lemma 2.1, it is necessary to prove nk ×
βMX  is no way superior to LY  which will be discussed under two different conditions. Above all, let’s 

give two equalities as follows: 
 

ββσ
ββ
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+

−− =
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In the first step we consider the case SLX = .  

(1)  When ，it is not hard to see that  SMX =

),,( 2 LYSR σβ =
ββσ
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Evidently, βMX  is impossibly superior to LY . 
(2) If  ，then from (3.1), (3.2) we can obtain the result below by selecting a properSMX ≠ β : 

    
ββσ
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T

SLYSLYE
'2

' )()(
+

−− <
ββσ

ββββ
T

SMXSMXE
'2

' )()(
+
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So, βMX  is impossibly superior to LY . 
Next we discuss the case . SLX ≠
(1) In case of . Let SMX = 0=β . Then from (3.1) and (3.2) , we obtain: 
 

ββσ
ββββββ

T
SLYSLYESMXSMXE
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'' )()()()(
+

−−−−−   = { } { }
ββσ

σσ
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≥

−
0≥ . 

 
Thus, βMX  is impossibly superior to LY . 

(2) Now we check the reverse conclusion SMX ≠ . When LXMX = , from (3.1) and (3.2), it is easy to 
verify that LY  has the same risk as βMX ，so βMX  is impossibly superior to LY . On the other hand, 

LXMX ≠ . If βMX  superior to LY , then one has that  
                                       .                                                                          (3.3) MXtrMXT ′′− '' LXtrLXT −≤
 
                                     )()()()( SLXSLXSMXSMX −′−≤−′− .                                                    (3.4) 

And at least one of （ 3.3 ） and （ 3.4 ） is not true. From (3.4), it is sufficient to show that  
))(())(( ′−⊂′− SLXSMX µµ . That is to say, 

 
))(())(()()( ′−−+′−−′−=′− SMSSLXSLXSLXSMXSMX . 
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Taking 
))(())(( ′−−+′−−= SMSSLXSLXSLXF , 

then there exists the equation  
FSLXSMX )()( −=′− . 

Thus from (3.4)，it follows that 
 

ISLXSLXSLXSLXFF ≤′−−+′−−≤′ ))(())(( .                                       (3.5) 
 
Therefore, from (3.5), we can find it as follows, 
 

{ }'' MXMXTtr − - { }'' LXLXTtr −   
= { }''''''' ))(())(( LXLXTFISFLXTSFILXFtr −− −−+−+  
= { } ''''''''' )(2))(( LXLXTLXLXTFFLXSTFIFSSTFIFItr −−−− −+−+−−   
= { }''''''' )()(2))(( LXLXTFFILXSTFIFSSTFIFItr −−− −−−+−−  
= { }''''''' )()(2))(( LXLXTFFILXSTFIFSSTFIFItr −−− −−−+−−  

{ }''''''' )()(2))(( LXLXTFFILXSTFISSTFIFItr −−− −+−−−−≥   

= { }'''' )())(( LXSTFFFFISSTFIFItr −− ′+−−−−−  

              = { }))()(( ''' FILXSTSSTFItr ′−−− −−  

= { }))()()())(( FIXLTLXSSLXTSLXFItr −−+−−− −−   

≥ { })()())(( FISLXTSLXFItr −′−−− − . 

This implies that  
( ) ( ) ( ) ( )LX S I F LX S MX S LX MX′− − = − − − = − ≠ 0.  

Therefore, we have 
{ }''MXMXTtr − > { }'' LXLXTtr − . 

 
This contradicts to (3.3). Thus the sufficiency is proved.  

Based on the theorem 3.1, a necessary and sufficient condition for admissible estimation has been 
accomplished when variance is positive. 
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