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Abstract

This paper is devoted to the linear admissible estimate and admissible estimate in the class of
homogeneous estimates. For Gauss-Markov model, a necessary and sufficient condition for
admissible estimation is proposed when variance is positive.
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1. Introduction

For the sake of convenience, throughout the paper, we will use the following notations: A is an mxn
matrix, A’ is a transpose of A if an nxn matrix A is nonsingular, A™ and tr(A) denotes its inversion
matrix and trace respectively; |, is an nxn unit matrix; £(A) is a linear metric space by column vector
of A. Let us consider Gauss-Markov model

H:Y=XB+¢g, E(s)=0,\Var(s) =c?V, (1.1)

where Y is an n—dimension observable random vector, X is an nx p design matrix, £ is one unknown

p —dimension parameter vector; ¢ is a n—dimensional random vector, where V > Qis known, o > 0iis
an unknown parameters. Already homogeneous linear estimates for regression coefficients almost are
obtained in a linear model. Rao [1] proposeed a matrix loss function; the loss function with V > 0 has
been obtained in [2]. The linear minimax estimators under quadratic loss function were developed in [3-5].
Although some interesting results have been obtained, they are not satisfactory enough. In this paper, the
proposed loss function is different in denominator; it has the minimax admissibility characterization under

the linear model H :Y = X8 + ¢, & ~ N(0,0°V) the quadratic loss function:

o gy [d=85)(d-5p) g E@-SAE-SAY T _xyixys0). (12
Lspot = P Rspot == 2, v>0. (12

When V >0, we want to get a necessary and sufficient condition which is given for a linear admissible
estimate and admissible estimate in the class of homogeneous estimates.
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2 Some Lemmas

The following lemmas are necessary for the proof of our results. In the model (1.2) the quadratic loss
function without the denominator has been discussed. So we do not describe it.

Definition 2.1. AY s said to be identically superior to BY in the linear model H if random
variable (f,0°) satisfies

R(SB,0°,AY) < R(SB,0°,BY)

and there exists at least (5, 0'2) such that the above inequality happens to be strict one. AY is said to be
admissible characterization estimate of S/ if there are no estimates which are identically superior to AY
in the linear model H .

Lemma 2.1 Let H be a linear model, L a kxn matrix, and LY an estimate of SZ. For any random
parameter vector 5 € R” and o? >0, we have

E(LY -SB) (LY -SB) | E(LXB - SB) (LXB - Sﬁ).

. . 2.1
o’ +BTp o’ +BTp @1)

Moreover, (2.1) happens to be equality if and only if one of the following conditions holds:
(1) L=LXT XV, (2.2)
(2) u(VL)c u(X). (2.3)

Proof. By deducing, it follows that
E(LXB)=ELY =LX8, E(Y')=0cV +XB8X
E(LY - LX) (X7 - 55)- trlE(LXB - Sp)LY —LxB) | trELXB(LY - LX7) |

o’ + BT o+ BT

Therefore, we get a quadratic loss function:

R(sp.o2 Ly)= ELY =SB) (LY =SB) _E(LY ~5p) (LY ~3p)+ ELXB - 5) (LXP - 5p)
o o’ +BTB o+ BTp
N E(LXB - 5p) (LXB -55)
o’ +pTB

In the above formula, the equality holds if and only if
E(LY - LxB) (LY —LxB) triE(LY - LXB)LY - LXB) |
o+ BTR - o+ BTR
Cotr{L(l - XT X VAN (I = XT X VL)
o’ + BT
It is evident that, the above formula holds if and only if L(I —XT XV ‘1)\/ =0, which is equivalent
toL=LXT XV™.

=0.
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“(1) < (2)”. By virtue of VL = XT X L, it is easy to obtain /J(VL')C #(X). On the other hand,
if,u(VL')c 1(X), there exists a matrix M such thatVL' = XM . Therefore, we have

LXT XV =(LVN XT XV I=M'XVIXT XV =M XV*'=LW'=L.
Thus, the proof of the lemma is complete.

Lemma 2.2 If the matrix A is not symmetrical, then there exists an orthogonal matrix P such
thattr(PA) > tr(A).

Proof. Suppose A isa 2x 2 matrix, denoted by A = [Z gj Without loss of generality, we assumec >d .
Then, we can take an orthogonal matrix p =[1—€ —9] , where £>0 is small enough, and we
¢ g 1-¢

letg =+ 2& —&? . Thus, it is obtained that
tr(P.A) >tr(A)= e(a+b)+g(c-d).

Becausec >d, g >0and & >0 small enough, it follows that
tr(P,A) > tr(A).

On the other hand, whend > ¢, we letg = —/2¢ —¢? . By mathematical induction, we suppose that
the conclusion of the lemma holds when matrix A is (n—21) x (n—1) matrix. Now we suppose A is a
Nx N matrix. Because A is asymmetrical, it must have an (n—1)x(n—1) main submatrix. We may

suppose A has the form A:[Aqfl bj. As A, , is asymmetrical, by the assumption, we have (n—1)x(n—1)
d ¢

orthogonal matrix P, _,, which satisfiestr(P, , A, ;) > tr(A, ;).
Now we assume p =( Pt Oj . It is easy to see that P is an orthogonal matrix. As a consequence,
0 1

tr(PA) = tr(P, LA ,)+c>tr(A, ) +c=tr(A).

Lemma 2.3 Under the model H , if LY ~ S£ holds, then to any 1xk matrix K, the following relation
holds:
KLY ~ KSZ.

The lemma has been proved in [3, 5].

Lemma 2.4 Supposes We RP,teR" under model H , the WS linearity be estimated, then
t'Y ~w'S essential condition is:
(Dt =t XT" XV,
@t XT Xt<tXT w.
Proof. (1) It is easy to get the result by applying Lemma 2.1. Now we prove (2).
As 3 € RP | thus as the assumed the risk of W' 3, t'Y is
RW .00t 'y) =EQY —wp)? =o’tve [ (X t-w)f |
o’ + TR o’ + BT
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Let t' =bt’XT XV *—(1-bwT V™, and be(01). Thus t satisfies (2.2) and as the assumed risk
of W', t'Y is sign to the following equation:

R(W’ﬂ,dz,t ’Y)z :M: ottt +|:ﬂ'(x't_w):|2

o'+ BT o+ BTB
— o’ (bt X +@=b)w )T~ (bX t+(@-b)w) +b*(B(X t—w))*
o? +ﬂvTﬂ

If there ist"Y ~ W'/, it is sufficient to show the relations
t'Vt < [bt'X + (1—b)w]T ~[bXt + (1-b)w], for any b € (0,1) .

This means when t satisfies (1), thus we can obtain the inequality like
(L-b)*t'XT Xt < (1-b)*W'T W +2b(1—b)*t'XT "W'.

Let both sides of the inequality above divide (1—b)?, at the same timeb T 1. Then we get
t'XT "Xt <t'XT w.

As a result, (2) is proved.

3 The admissible characteristic in the linear model H

Theorem 3.1 Let L and S be two kxn,kx p constant matrixes. We suppose that SfZ is linearly

estimable in the model H . LY is the permissible estimate of S/ in the linear model H if and only if:

(1) L=LXT XV,

(2) LXT XL < LXT"S'.

Proof.  “Necessity” From Lemma 2.1, (1) is proved immediately. From Lemma 2.3 and the
condition LY ~ S/, we know that for any k dimensional constant vectort which satisfies t'LY ~t'Sg.

Thus, from Lemma 2.4, for anyt e R¥ , we obtain
t'LXT XLt <t'LXT S't.
In order to prove (2), it is necessary to prove that LXT S’ is symmetrical.
By contraditon, we assume LXT ~S’ is asymmetric, and then (S — LX)T ~S’is asymmetric. From Lemma
2.2, there exists an orthogonal matrix P which satisfies

tr(P(S — LX)T"S) > tr((S — LX)T"S").

Let M = (S - P(S - LX))T XV . By deducing, it follows that

R(SB,0°,MY) = E(MY —Sﬁ)'(IMY —-Sp) — c’tr(MVM ) +ﬂ'(|\/|>§ -S)(MX =S)p
o’ +pTpB o’ + BTp
_otr{ST S +(S—LX)T (S—LX) —2P(S—LX)T S’} 5 (MX —S) (MX —S)
o+ BT T BT
. G {ST S +(S - LX)T (S —LX) —2(S—LX)T S |+ B (MX —S) (MX —S)S
o’ +pTp
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=0"tr(LVL) + B (LX = 8) (LX —S)f = E(LY -Sf) (LY -$B) = R(SB,02,LY).
o’ + BT o+ TS

And it conflictsto LY ~ S/, so LXT S’ is symmetric.
“Sufficiency”. M is an arbitrary k x n constant matrix, and from Lemma 2.1, it is necessary to prove

MXE is no way superior to LY which will be discussed under two different conditions. Above all, let’s
give two equalities as follows:

E(LY -SB) (LY —SB) _ c™trLVL + B (LX =S) (LX =S)B _ o’trLXT X'L + B (LX —S) (LX -S)8 (3.1)
o’ + BTS o’ +BTB B o+ TR

E(MXB —Sp) (MXB —SB) — ctrMXT "X M+ 8 (MX —S) (MX —S)5 _ (3.2)
o’ + BT o’ + BB

In the first step we consider the case LX =S.
(1) When MX =S, itis not hard to see that

E(LY —SpB) (LX —SpB) _ E(MXB —SB) (MXB -SB) _c*trST S _
o’ + TR o’ +pTpB o’ + BT

Evidently, MXﬁ is impossibly superiorto LY .

(2) If MX =S , then from (3.1), (3.2) we can obtain the result below by selecting a proper 5 :

E(LY —Sp) (LY —SB) L E(MXB —SB) (MXB —Sp)
o’ +BTB o+ BTp

So, MX,E’ is impossibly superiorto LY .

Next we discuss the case LX # S.

(1) Incase of MX =S.Let f=0.Then from (3.1) and (3.2) , we obtain:

R(SB,02,LY)=

E(MXB - S8) (MXB — SB) — E(LY —S) (LY —=S58) = o’tr{MXT "X M '}—c2tr{LXT "X L'}

o’ + BB o’ + BT
= oAr{(LX = S)T~(LX =) +2LXTS —2LXT XL} o o (LX =S)T (LX -S) > .
o’ +BTp - o’ + BT

Thus, MXE is impossibly superior toLY .

(2) Now we check the reverse conclusionMX =S. Whenmx = Lx , from (3.1) and (3.2), it is easy to
verify that LY has the same risk as Mx g, SoMX g is impossibly superior toLY . On the other hand,
MX = LX . If MXE superior to LY , then one has that

trMXT XM’ <trLXT "X 'L. (3.3)

(MX —S)'(MX = S) < (LX —S)(LX —S). (3.4)
And at least one of (33) and (3.4) is not true. From (3.4), it is sufficient to show that
#(MX =S)) < u((LX —S)"). That is to say,

(MX —S) = (MX —S)(LX —S)(LX —S)"+ (LX —S)MS —S)".
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Taking
F=(LX-S)(LX =S)"+(LX =S)(MS -S)’,
then there exists the equation
(MX =S)' =(LX -=S)F.
Thus from (3.4), it follows that

FF'<(LX =S)(LX =S)' +(LX =S)(LX =S)' < 1I. (3.5)
Therefore, from (3.5), we can find it as follows,

tr {MXT “X M J-tr {LXT "X L'}

=tr{(F'LX + (1 =F)S)T (X LF +S' (I —F)) - LXT "X L'}

tr{(l =F)(1 =F)JST"S'+2F (1 = F)ST X L + FF'LXT "X L —=LXT X 'L
tr{(l = F)(I1 =F)ST S+ 2F (1 = F)ST "X 'L — (1 - FF )LXT "X L'}
tr{(l = F)(I1 =F)ST S +2F (1 = F)ST X L' = (1 = FF )LXT "X L'}

>tr{(l - F)(1 = F)ST S =2(I =F)ST X L +(I - FF )LXT "X L'}

tr{l —=F)(1 =F)ST"S' (I —-F = F + FF)ST "X L'}

tr{(l = F)(ST ™S = ST X 'L)(1 - F")}

tr{(l = F)(LX = S)T " (LX —S) + (S — LX)T "XL)(I - F)}

Ztr{(1 = F)(LX = S$)T " (LX —=S)'(1 - F)}.

This implies that

(LX=8)(I-F)=(LX=8)-(MX =S)=LX - MX #0.
Therefore, we have

tr{MXT XM > tr{LXT X L.

This contradicts to (3.3). Thus the sufficiency is proved.
Based on the theorem 3.1, a necessary and sufficient condition for admissible estimation has been
accomplished when variance is positive.
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