High fidelity modelling and simulation of inertial sensors commonly used by autonomous mobile robots *
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Abstract. Autonomous mobile robot behaviors are notoriously difficult to predict using simulations. Robot behaviors are driven by the robot’s sensor systems, and sensor outputs need to be produced in simulations at near-truth levels. However, in order to achieve real-time or faster performance, most simulation environments use empirical, effects-based sensor models, and these simplified models do not provide sensor outputs at the level of fidelity necessary to develop and test autonomy algorithms. Simulated sensor outputs must accurately reflect not only the sensor’s intrinsic noise and signal processing effects but also the sensor’s interaction with its external environment. To address this need for physics-based sensor models, models of the Global Positioning System (GPS), micro electro-mechanical (MEMS) accelerometer, and MEMS gyroscope sensors were developed using a first-principles, physics-based methodology. These sensor models run in near real-time on high performance computing (HPC) assets. The sensors were simulated for a test site located in Vicksburg, MS, and the simulated sensor outputs were compared to truth data collected using a Garmin hand held GPS unit and low cost 6 DOF commercial inertial measurement unit (IMU) consisting of three orthogonal MEMS accelerometers and 3 orthogonal MEMS gyroscopes. The sensor models were also used as part of a simulated autonomous unmanned ground vehicle reconnaissance mission, and results from this simulation are presented.
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1 Introduction

Due to its complex nature, the problem of autonomous navigation for unmanned ground vehicles (UGVs) remains largely unsolved. For a UGV to maneuver without supervision, it must be able to perceive and localize itself within its environment. UGV perception and positioning are usually accomplished through a combination of electro-optical (EO) sensors (LADAR, cameras, etc.) and inertial sensors (GPS, accelerometers, etc.). However, because of the multitude of interactions that can occur between these sensors and the surrounding environment, perception and localization prove to be difficult tasks. Autonomous navigation systems (ANS) must be prepared to overcome such issues as ground occlusion by foliage, reflective surfaces, GPS dropout, wheel slippage in soft soil, and countless other obstacles and problems. For a simulation environment to be a viable developmental tool for mobile robot autonomy algorithms, it must accurately recreate these sensor-environment and vehicle-terrain interactions.

A simulation test bed that could recreate the impact of the environment on UGV perception and localization in a deterministic, physics-based way would lead to advancements in autonomous navigation. Recognizing this need, the US Army Engineering Research and Development Center (ERDC) has undertaken the development of a high fidelity simulation tool for evaluating ANS, called the Vehicle Autonomous Navigation Environment Computational Test Bed (VANE CTB)[12]. The VANE CTB incorporates modelling and
simulation of the environment, energy flow through the environment (via ray casting), vehicle physics, vehicle-terrain interaction, and numerous sensors involved in perception and localization\textsuperscript{[9]}. The focus of this paper is the inertial sensor models contained within the VANE CTB.

A critical aspect of any ANS is localization. While exteroceptive sensors, such as Ladar, Sonar, or millimeter wave Radar, are used to discover the environment’s geometry, the ANS must know the position and orientation of these sensors to accurately create an internal model of the world\textsuperscript{[3, 15]}. In order to plan a path and move through the environment, the ANS must also know its position within the world\textsuperscript{[10]}. Therefore, high fidelity models for several common inertial sensors have been developed for use in the VANE CTB. These models include a GPS and micro electro-mechanical system (MEMS) accelerometer and gyroscopes. The sensor models take into account both external environmental effects and internal sensor processes. Section 2 describes the models in detail.

Section 3 presents some of the validation work done for the developed sensor models. Stationary GPS and IMU data were collected and compared to simulated data. Additionally, the GPS sensor model was simulated on a 60-foot diameter circular track running eight loops at a constant velocity and along a 60 foot straight test track running back-and-forth for ten passes at a constant velocity. A Garmin 18x-5Hz\textsuperscript{[7]} was used for the test tracks, and for the stationary data collections a Garmin GPSmap 76CS\textsuperscript{[7]} was used. IMU data was collected using a PhidgetSpatial 3/3/3 9 degree of freedom inertial measurement unit (IMU)\textsuperscript{[22]}. A detailed comparison of the simulated to actual GPS and IMU data is presented.

Section 4 presents some results from a VANE CTB simulation. During the simulation, an autonomous UGV was tasked with the reconnaissance of a building of interest. During its mission, the UGV used a combination of GPS and IMU data for localization and LIDAR point cloud registration. The UGV mission was simulated twice, once with the presented GPS and IMU models and once with simplified, low fidelity models. Differences between the two simulation runs are presented which highlight the need for high fidelity sensor models.

\section{Sensor models}

\subsection{GPS}

Without a doubt, the most popular sensor used by autonomous mobile robots for localization is the GPS. GPS errors arise from many sources, such as signal delays caused by the conductive and neutral atmosphere. Because GPS is so complex and affected by so many outside sources, most simulations simply simulate the receiver’s position by corrupting the robot’s true position with white noise\textsuperscript{[8, 14, 24]}. This type of model is not desirable, however, because it does not account for the two error sources that impact autonomous navigation the most: dilution of precision (DOP) and multi-path effects. DOP errors arise when satellites move in and out of view of the receiver or when satellites visible are closely grouped together, and DOP is the cause of the commonly observed receiver ‘jumping’ problem. The most accurate GPS model found within the literature to date is that of Balaguer and Carpin \textsuperscript{[2]}, which does use the number of satellites visible to the receiver to determine the the amount of error applied to the returned position. This is a better, but not ideal, solution. In order to reduce the computational burden of the model, it does not directly calculate receiver position using receiver-satellite ranges and therefore does not recreate DOP or multipath effects.

The GPS model developed in this work uses a geo-specific, pseudorange method that calculates the receiver position using the distances between the receiver and the GPS space vehicles (SVs). The model operates in three steps. First, it finds the true ranges, $R$, between the receiver and the SVs via bi-directional ray tracing. The initial SV positions are specific to the site at which the receiver is being simulated. At the start of the simulation, the SV positions within the scene are determined using ephemeris data taken from the Scripps Orbit and Permanent Array Center (SOPAC) archive\textsuperscript{[25]}. At each time step during the simulation, the SV positions are updated using Kepler’s equations\textsuperscript{[16]} and the ephemeris (orbit parameter) data contained in the SV broadcasted RINEX file\textsuperscript{[23]}. Once the SV positions have been determined, ray tracing is used to check whether or not the SV is visible to the receiver. Ray tracing is also used, along with material reflectance attribution within the scene, to check for multipath effects. To determine multipath errors, the ray tracer finds
every available path between the receiver and an SV. The first return multipath range for an SV is used when the
time difference between the first and second returns is less than the cut-off time for the modeled receiver
(typically 150ns or 45-meter path difference).

After finding the visible SVs and their distances from the receiver, the model takes the true range (or
chosen multipath range) and alters it using several error functions. The effects of the Earth’s atmosphere
are modeled using three different error functions. Ionosphere range errors are modeled using a Montenbruck
mapping function\(^{[17]}\)

\[
dR_{\text{iono}} = \frac{2.037}{\sqrt{\sin^2 \epsilon + 0.076 + \sin \epsilon}},
\]

where \(\epsilon\) is the viewing angle between the receiver and the SV and the constants are derived from the standard
range error at zenith. Likewise, the effects of the upper Troposphere are modeled using a Neill mapping
function\(^{[20]}\)

\[
dR_{\text{trop,wet}} = \frac{1 + \frac{a}{1 + \frac{b}{\sin \epsilon} + \frac{c}{\sin^2 \epsilon}}}{\sin \epsilon + \frac{a}{\sin \epsilon + \frac{b}{\sin^2 \epsilon}}},
\]

where \(\epsilon\) is the viewing angle between the receiver and the SV and \(a, b,\) and \(c\) are constants, the detailed
derivation of which can be found in \([19]\). The range errors caused by the lower atmosphere, or ’hydrostatic
Troposphere’, are modeled using the equations derived by Park and Ha in \([13]\)

\[
dR_{\text{trop,dry}} = \frac{2.2779 P}{1 - 0.00266 \cos 2\theta - 0.0028h},
\]

where \(P\) is the air pressure at the receiver, \(\theta\) is the receiver’s latitude, and \(h\) is the receiver’s height above
ellipsoidal.

In addition to atmospheric effects, the model also accounts for range errors due to SV broadcasted
ephemeris errors. As the SVs orbit the Earth, errors in their internal calculations can degrade the SV posi-
tion reported to the GPS receiver. Errors in the reported SV position in turn create errors in the SV-receiver
range. These range errors are modeled using an equation derived from the work of Hwang and Parkinson
\([11, 21]\).

\[
dR_{\text{SV ephemeris}} = \sqrt{(1 + \frac{1}{2} \sin \theta)(10^{-20}) + c^2(10^{-18}) + 0.918},
\]

where \(\theta\) is the SV’s latitude, \(R_{ref}\) is a reference orbit radius of 26550000 meters, \(R_0\) is the SV orbit radius,
and \(c\) is the speed of light in a vacuum.

Once all of the error effects have been accounted for, a new distance between the receiver and SV is
calculated

\[
R' = R + dR_{\text{iono}} + dR_{\text{trop,wet}} + dR_{\text{trop,dry}} + dR_{\text{SV ephemeris}}.
\]

The new ranges, \(R'\), are then fed into a generic trilateration algorithm, which computes the receiver’s position.
A detailed discussion on how GPS receivers find position using SV-receiver ranges can be found in \([21]\). By
using this method, the receiver’s returned position will suffer from DOP errors, and these errors will effect
the returned position in a deterministic way. To test the offset from true receiver position caused by each error
function, the GPS model was simulated at several points along a circle. The receiver’s position was calculated
for each individual error function, and Fig. 1 shows the effects of each error source on the GPS receiver output
position. In Fig. 1, output GPS receiver position for each individual error source for a set of points along a
circle. Ephemeris data for seven SVs were used for this test, and position was reported in meters in a local
East/North/Up coordiante frame. As would be expected for a true GPS receiver, the greatest offsets are due to
the Ionosphere and DOP effects and the Troposphere induced errors are minimal.

Tab. 1 compares the offset for each error source to the expected values found in \([21]\).
The various error functions can be turned on or off to simulate different modes of GPS operation. An off-the-shelf GPS will suffer from all the above mentioned sources of error. For a dual band GPS, the Ionosphere error is removed. Similarly, for a differential GPS (DGPS), only the Troposphere errors will have an effect on the receiver-SV range. The novelty of the model lies in its use of bi-directional ray tracing within the simulation scene and material reflectance properties. It is the first GPS simulation to explicitly and deterministically calculate DOP and multi-path effects, which are the two most important GPS error sources from the viewpoint of an autonomous mobile robot. The model is also the first GPS sensor model to simulate, in a physics-based and fully accurate fashion, the different modes of operation for GPS receivers. The impact these effects have on simulated robots will be discussed further in Section 4.
2.2 Mems accelerometer and gyroscope

The MEMS sensor models are based on a spring and proof mass MEMS design such as [6] for the accelerometer and [5] for the gyroscope. Both the accelerometer and gyroscope models take as input the sensor’s true acceleration and angle rates of change, respectively. These true values are then corrupted using both deterministic and white noise error functions. First, the true accelerations/angular velocities are corrupted by thermal noise. The accelerometer thermal noise is calculated using the equation of [6]:

$$\sigma_{aT} = \sqrt{\frac{4k_B T \omega_0}{m Q}},$$

with $k_B$ being Boltzmann’s constant, $T$ being the temperature of the sensor, $\omega_0$ the fundamental angular frequency of the spring-mass system, $m$ being the mass of the proof mass, and $Q$ being the sensor’s quality factor. Similarly, the gyroscope thermal noise is calculated using the work of [1]:

$$\sigma_{gT} = \frac{Q}{k_B} \sqrt{4k_B T R B},$$

with $k_B$ being Boltzmann’s constant, $T$ being the temperature of the sensor, $Q$ the sensor’s quality factor, $k$ the spring constant, $R$ the equivalent damping resistance, and $B$ the noise bandwidth. Both equations are highly notionalized, and a wide range of sensors can be simulated simply by adjusting the equation parameters $k$, $Q$, $\omega_0$, $R$, and $B$. In addition to thermal noise, a quantization error term is added to the MEMS sensor outputs using an Allan variance method described in [27]:

$$\sigma_{quant} = 0.01745 \sqrt{\frac{3Q^2}{t}},$$

where $Q$ is the sensor’s quality factor and $t$ is the total run time of the sensor, in hours. During each time step of the simulation, normal distributions with means of $\sigma_T$ and $\sigma_{quant}$ are generated for each MEMS sensor, and a random value is sampled from these distribution and added to the sensor’s output.

Fig. 3. The dead reckoning attitude solution for the test run

After deterministic noise is added to the accelerations/angular velocities, bias and scale errors are generated. Because the error in the sensor output is dependent on the error in every previous sensor output, bias and scale errors must be modeled using a recursive process[26]. Therefore, a first order Gauss-Markov process was
chosen to generate white noise for the MEMS sensor models. The general model can be found in [18], and is as follow

\[ \sigma(t) = \left( \frac{1}{\tau} \right) \sigma(t - 1) + \sigma_0, \]

where \( \tau \) is the correlation time in the noise and \( \sigma_0 \) is the mean offset from zero, and \( \sigma(0) = \sigma_0 \). Like the error models employed for systematic noise, the nature of the GM process is such that numerous off-the-shelf IMU sensors can be tested by simply varying the correlation time and zero offset constants. As with each other source of noise, at each time step, normal distributions with a means of \( \sigma(t - 1) \) and \( \sigma_0 \) are created and randomly sampled from in order to calculate \( \sigma(t) \). Fig. 2 shows the output for a stationary 3 DOF MEMS gyroscope over a 20 minute test run, and Fig. 3 shows the dead reckoning attitude solution for the test run. Output dead reckoning heading solution for three orthogonal MEMS gyroscopes plotted versus time using the simulated stationary sensor output shown in Fig. 2. Each line corresponds to the angular heading calculated using the sensor’s output angular velocity, in degrees, for one gyroscope. The total drift rate for the gyroscopes is approximately 3 degrees/hour, which is in agreement with [4]. The values for noise functions were notional and taken to be similar to those found in [1, 4].

3 Model validation

Data were collected over the course of several days at an outdoor test site located in the Le Tourneau community of Vicksburg, Mississippi in November of 2010. Meteorological conditions collected during testing were fairly constant, with the temperatures varying between 50.4°F and 59.6°F, humidity between 73% and 87%, and surface pressure roughly constant at 1022 hPa. A Garmin GPSmap 76CS was used to collect stationary GPS data for 20 minutes at two different locations. Stationary IMU data were also collected in tandem with the GPS data using a PhidgetSpatial 3/3/3. Using a Garmin 18x-5Hz GPS receiver, data were also collected for a constant velocity traversal of a 30 foot radius circular test track and a 60 foot linear test track.

![Fig. 4. The simulated and ground truth GPS position for the first stationary data collection](image)

For the GPS model, a single channel commercial receiver was simulated, so all error function were present. Because of the choice of an outdoor test site, multipath effects were not taken into account. Average atmospheric weather conditions were used for the model runs, with the height of the 200 hPa geopotential set at 12,000 meters and the vertical total electron content (VTEC) set at 12. During field testing, an average of 7 SVs were visible. For model runs, SV ephemeris data for 7 SVs were taken from the SOPAC archives for...
November 17, 2010 at 1300 hours. For the IMU model settings, a full characterization of the Phidget sensor was not performed simply because it is such a low quality system (drift rate roughly $3^\circ$/minute). Rather, generalized inputs representing a low quality system with comparable drift rates were chosen. The quality factor was set at 0.15, the correlation time to 10 seconds, the white noise process to 0.30 degrees/second for the gyroscope and 0.15 m/s$^2$ for the accelerometer, and the zero offsets were taken from the field collected data.

Table 2. Simulated and actual GPS receiver position standard deviations for 30 minute stationary data collections

<table>
<thead>
<tr>
<th></th>
<th>Truth</th>
<th>Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>STDEV(total)</td>
<td>STDEV(lat,long)</td>
</tr>
<tr>
<td>Trail 1</td>
<td>1.943</td>
<td>4.465e-5</td>
</tr>
<tr>
<td>Trail 2</td>
<td>7.729</td>
<td>2.2389e-5</td>
</tr>
<tr>
<td>Circle track</td>
<td>2.67</td>
<td>4.5e-3</td>
</tr>
<tr>
<td>Linear track</td>
<td>2.65</td>
<td>6.5e-5</td>
</tr>
</tbody>
</table>

Fig. 5. The simulated and ground truth GPS position for the second stationary data collection

A DGPS survey of the test site was not performed due to time and cost constraints, so the GPS model could not be checked for absolute positioning accuracy. Instead, the standard deviation from mean position and the drift for the model and ground truth GPS receivers were compared. Likewise, the position drift between passes for the circle and linear test tracks were compared. While this type of validation did not allow an exact one-to-one comparison of model and true receiver offsets, it does provide a good method for comparing the relative errors and error accumulation over time, which are more important. Fig. 4 shows the simulated and ground truth GPS position for the first stationary data collection. In Fig. 4, GPS position for the Garmin GPSmap76CS and presented model, in decimal latitude and longitude, for the first 20 minute stationary data collection. The direction and magnitude of the drift in returned position are almost identical between the real and simulated GPS receivers. The higher variability in the altitude of the true receiver is due to multipath effects, which were not considered for validation test runs. Fig. 5 shows the data from the second and GPS position for the Garmin GPSmap76CS and presented model for the second 20 minute stationary data collection. As with the first test, the direction and magnitude of the drift in returned position are in good agreement. As these figures show, the mean receiver position in the model is offset from truth, but the drift in the returned positions are highly comparable. Likewise, the largest source of position error is in altitude for both the sim-
ulated and actual GPS positions. Table 2 lists the simulated and actual receiver position standard deviations, which are in good agreement.

Fig. 6. The truth and model GPS data for the two scenarios

In addition to validation against stationary data, the GPS model was also tested against two test tracks. GPS data were collected for eight passes at constant velocity along a 30 foot radius circle and ten passes along a 60 foot linear test track using a Garmin 18x-5Hz. Fig. 6 shows the truth and model GPS data for the two scenarios. In Fig. 6, GPS data for the Garmin 18x-5Hz and presented model for the circular and linear test tracks. The model is in very good agreement with the true sensor data. In each case, the standard deviation from the mean position and the total overall drift between passes are in very good agreement between the simulated and actual GPS sensors, and these values are listed in Tab. 2. As expected, the greatest source of error in both the simulated and actual GPS positions was in the receiver altitude.

Validation testing of the IMU sensor models was done using stationary data only. As with the GPS, the model was validation primarily to test the offset and drift errors and the error accumulated in the dead reckoning solution over time. The Phidget IMU was run at a frequency of 125 Hz during validation testing, and was mounted on a level tripod. Accelerometer and gyroscope data were collected for two hours. Because of the notionalized model settings used and the random nature of IMU noise, the true and simulated outputs are not expected to match. However, the magnitude of the offset from zero and overall drift should be in very close agreement. Because of the low quality of the sensor, the drift in the dead reckoning position and heading was on the order of kilometers after the two hour data collection. Therefore, only the first ten minutes of data are presented and were used for validation testing.

To mimic the poor quality of the tested sensor, the IMU model parameters were set as follows: a quality factor of 0.2, a correlation time of 10 seconds, and a mean white noise process coefficient of 0.12 for the accelerometer and 0.15 for the gyroscope. The null offset was taken to be the mean value measured during field testing for each of the six sensors, and ten minutes of data at 125 Hz were simulated. Fig. 7 shows the dead reckoning attitude and position computed using the true and simulated IMU data. In Fig. 7, computed dead reckoning attitude and positions plotted versus time for the ten minute stationary IMU data collection. The top two plots show the 3/3/3 Phidget IMU sensor’s angular headings computed using the sensor’s output angular velocities and the x, y, z position of the sensor computed using the sensor’s output accelerations. Similarly, the bottom two plots show the three computed angular headings and x, y, z position for the simulated sensor.
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with a stationary input. The 3/3/3 Phidget IMU (top) and simulated MEMS accelerometers and gyroscopes (bottom) are in very good agreement. The returned positions and headings match remarkably well, as do the total offset and drift. The agreement between the sensor and the model is very good, especially given that no full characterization of the Phidget was performed.

Fig. 7. The dead reckoning attitude and position computed using the true and simulated IMU data

4 Use of the models in an autonomous ugv simulation

The presented models were used as part of a larger VANE CTB simulation. An unmanned ground vehicle (UGV) was simulated performing an autonomous reconnaissance mission in a complex urban environment. Using an a priori map with marked waypoints, the UGV was to navigate from the forward operating base (FOB) to three mission waypoints. When it arrived at these waypoints, the UGV was to stop and collect high resolution images of a building of interest. The autonomy system onboard the UGV made use of LIDAR, GPS, and IMU sensors to complete its mission. Figure 8 is an overhead view of the simulation scene and the UGV mission planning information. Waypoints given to the UGV autonomy system are shown as arrows, with waypoints 7, 9, and 11 being the mission waypoints. The total scene size was one square kilometer.
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An initial run of the simulation was made using low fidelity localization sensor models. For this run, the GPS was assumed to be a DGPS, and the returned receiver position was simply the true position plus a random error of about 30 to 50 centimeters. The IMU system was assumed to have a “perfect” calibration, with no bias or scale effects and a correlation time of 1500 seconds. Fig. 9 is the output of the UGV position during the simulation. In Fig. 9, true UGV position (red line) and GPS/IMU output position (blue line) generated for the UGV performing the mission shown in Figure 8 using the low fidelity GPS and IMU sensor models.
DGPS was simulated by offsetting the true GPS position by a random, centimeter scale error at each time step. The true and simulated positions are so nearly identical that the two lines overlap and are indistinguishable. During this initial test, the UGV was able to complete its mission successfully.

Later simulation runs made use of the presented GPS and IMU models. The GPS model was run as a DGPS, and the IMU was assumed to have a very high degree of accuracy, on par with [4]. The mission was simulated several times, and the UGV was never able to successfully complete its mission. The autonomy system onboard the UGV could not compensate for variation in position due to DOP and multipath effects. Fig. 10 shows the path the UGV traveled during the simulation with low fidelity models and the output high fidelity GPS model positions. True UGV position (red line) and GPS/IMU output position (blue line) generated for the UGV performing the mission shown in Fig. 8 using the presented high fidelity GPS and IMU models. As expected, with multipath and DOP errors taken into account, the returned GPS position was highly variable, particularly in the z (altitude) direction. This variation in altitude caused significant errors in LIDAR point cloud registration, and the UGV could not complete its mission. As Fig. 10 shows, the greatest variation in GPS position was in the z direction, which is true for real GPS receivers as was seen in Section 3. The rapid jumps in position caused problems not only with UGV localization but also with LIDAR point cloud registration.

Fig. 10. The path the UGV traveled during the simulation with low fidelity models and the output high fidelity GPS model positions

The high fidelity sensor models were able to better predict the UGV’s mission capabilities. Without the developed models, the shortcomings in the autonomy system’s localization abilities would not have been discovered until field testing. The results from these simulations clearly show the need for physics-driven sensor modelling for effective autonomous navigation system development and debugging.

5 Conclusions and future work

In the field of autonomous navigation, simulations have thus far failed to reach their full potential for enabling rapid and efficient development of autonomous mobile robots. For simulations to become a viable tool for developing autonomous navigation algorithms, simulated sensor outputs must be created using physics-based methods. The sensor models must be able to deterministically recreate the many problems that UGVs
face in the “real world”. To meet this need, high fidelity GPS and IMU sensor models were developed. The results of simulations using both the high fidelity models and standard, low fidelity were compared, and the need for high fidelity models was demonstrated.

During the VANE CTB simulation, the UGV was able to complete its mission when the low fidelity GPS model was used. However, simulations using the high fidelity models presented ended in mission failure. The UGV’s autonomy system was not prepared to deal with GPS multipath and DOP errors or IMU drift. Without the high fidelity models, in particular the GPS model, the UGV’s autonomy system could not have been accurately debugged. The problems seen during the VANE CTB simulation would not have been discovered until field testing.

The work presented in this paper represents an initial investigation into need for high-fidelity modelling and simulation for autonomous navigation algorithm development and testing. Work is underway to test the GPS and IMU models on an algorithm level by observing the impact of high fidelity sensor models on the output of specific algorithms. Work is also underway to expand the inertial sensors to include other types of MEMS, including capacitive and piezo-electric.
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